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PREFACE 

This report and the model it describes are part of the ongoing program in 
automated fare collection and transit revenue research supported by the 
Transportation Systems Center (TSC) and the Urban Mass Transportation 
Administration (UMTA). The work was sponsored by the Office of Systems 
Engineering, within UMTA's Office of Technical Assistance. 

The need for developing a reliability-based performance and cost analysts 
technique was identified in conjunction with the American Public Transit 
Association (APTA) Fare Collection Reliability Liaison Board, which consists 
of representatives from the rail transit systems within APTA and provides 
guidance to the TSC Transit Revenue program. The objective of this study is 
to develop a technique which can be used by transit systems in specifying and 
procuring fare collection equipment. 

The author wishes to acknowledge the generosity of the Miami Dade County 
Transit Authority and the Metropolitan Atlanta Rapid Transit Authority in 
making available specification, performance, and cost data for the sample 
analyses in this report. While the analyses the~selves do not necessarily 
represent either MDCTA or MARTA, they are designed to be, thanks to the 
supplied data, representative of situations which arise in actual practice. 
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EXECUTIVE SUMMARY 

The collection of transit system fares has been receiving increased attention as 

fares rise and Federal operating subsidies decrease. Transit authorities are 

becoming more concerned about ways to maximize revenue and minimize costs while 

providing equitable rares and reliable, convenient service for passengers. Fare 

collection methods have a significant impact on total transit costs, amount of 

revenue generated, and passenger service. One study showed that fare collection 

costs range from 7% to 31% of passenger revenue at rail transit systems. 

Moreover, revenues generated from fares can vary from 40% to 90% of total 

transit costs. Fare collection systems must therefore be selected only after 

careful examination of their cost, revenue, and service effects. 

Automated fare collection offers the potential for reducing costs by minimizing 

the need for personnel to perform cumbersome, repetitive functiops. However, 

the newer and more complex a piece of equipment, the more likely it is to have 

frequent failures, which can lead to significant passenger delay, lower 

throughput capacity, and general frustration. Efforts are underway to increase 

the reliability of automated fare collection equipment. However, it becomes 

imperative to know just how much of a reliability increase is required, as the 

amount of reliability increase contemplated makes a significant difference in 

the cost of such an effort, as well as its likelihood of success. 

Furthermore, because of the significant cost of fare collection equipment, the 

number of equipment units to acquire for a given station also becomes quite 

important. Too many units can increase total system cost considerably, while 

too few can lead to significant passenger congestion and delay problems. In 

addition, it is important to reasonably assess total syste~ costs, and thus 

control them by comparing the costs and passenger performanc .. · for various 

possible system specifications. 

This report describes an analysis technique designed to help transit systems to 

make more effective investment decisions in selecting fare collection methods, 

systems, and equipment to best fit their needs, minimize costs, and provide 

equitable and convenient service to passengers. Software implementing this 

analysis technique is available in the form of a user-friendly computer model. 

The model is designed to be used by existing transit systems, as they enhance or 

expand their fare collection systems, as well as by new transit systems, as they 

, ... ~..; 



consider their fare collection needs. In either case, the model can uncover 

important cost-saving or service-enhancing implications in station design. 

The model allows transit systems to as~;ess the performance and cost of various 

fare collection systems, including those with entry processing only, those with 

both entry and exit processing, and barrier-free systems. A transit authority, 

consultant, or analyst can use this software to examine the fare collection 

system in various useful ways: 

o .(Fare collection system evaluation) -- An existing or proposed fare 

collection system can be evaluated to see if current or proposed 

specifications on sizing, reliability, and other features will lead to 

acceptable performance and cost. 

o (Sensitivity analysis) -- Proposed changes in specifications can be 

analyzed to determine their impact on cost and performance, in 

particular whether the changes w~ll bring (or keep) the cost and 

performance within acceptable levels. 

o (Specification determination) -- Specifications necessary to meet given 

cost and performance constraints can be determined. 

o (Tradeoff analysis) -- Tradeoffs can be made between different 

specifications, tightening one specification while relaxing another; 

between various types of costs, decreasing one cost while increasing 

another; or between cost and performance. 

Such analyses can uncover very useful findings. For example, sample.analyses 

shown in this report, conducted on a derived fare collection system based on 

data from actual systems, found the following: 

o The equipment reliability specifications could be sharply reduced, by 

nearly an order of magnitude, without significantly affecting 

performance. 

o A proposed minor reliability improvement at some additional acquisition 

cost turned out to decrease corrective maintenance costs to the extent 

that tl".e total costs decreased, while performance meanwhile improved. 



o Unless the equiprnent reliability is very poor, a spares margin of only 

one additional unit (above the minimum number necessary to process the 

average peak-hour arrival rate of passengers in the absence of failures) 

was enough to yield acceptable performance. 

The fare collection analysis software can thus provide useful insights to a 

variety of purposes, such as: 

Determination of the number of machine units to deploy at a station. 

Determination of reliability and maintainability specifications for fare 
collection equipment. 

Assessing the impact of changes in passenger demand. 

Evaluating changes in maintenance policies. 

Evaluating changes in fare collection procedures. 

The technical approach of the software is to model the operation of the fare 

collection system as a multiple-server queue, with passengers as customers, 

machine units as servers, and on a first-come-first-served service discipline. · 
A key facet of the approach, and the reason that off-the-shelf queuing models 

cannot be used, is that the number of servers (machine units) changes as the 

machine units fail and are repaired. 

The ~erformance measures consist of passenger congestion (queue length) and 

passenger delay time. These are expressed as average values, as well ~s 

probability frequency distributicns. The cost measures consist of equipment 

acquisition costs, spares costs, equipment operating costs, scheduled

maintenance costs, and corrective-maintenance costs, all of which are computed 

on an annualized basis. 

Three kinds of input data are required for the fare-collection analysis; 

hardware data, passenger flow data, and cost data (if cost analyses ar-e 

desired). The hardware and passenger-flow data required are: 

Passenger arrival rate 

Group size (optional) 

Passenger processing rates 

Failure rates 

ix 



Repair times 

Number of machine units 

Division of passenger flow (for multiple servit~e areas only) 

For cost analyses, the required input data are: 

Acquisition cost per unit 

Useful life of the unit 

Discount rate 

Spares ratio 

Operating cost per unit 

Annual hours of scheduled maintenance 

Hourly pay rate for repair personnel 

Annual passenger volume at the fare collection area 

To demonstrate the use of the software, sample fare collection system 

assessments are described. These analyses are based on passenger demand, 

equipment performance, reliability and maintainability, and cost data from 

actual transit systems. Passenger-performance and cost results are obtained, 

and fare collection system evaluations, sensitivity analyses, specification 

determinations, and tradeoff analyses based on these results are described. 

Conclusions of these analyses are given. Among the outputs of the analysis &re 

a sensitivity graph showing the effect of equipment reliability on passenger 

delay, and an equivalent-cost tradeoff graph, which shows, for various increases 

in equipment reliability, by how much the resulting equipment acquistion cost 

c&r1 increase without increasing the overall annual system cost. 

Further information on the analysis software, including source code, is 

available f~om the author or the Transportation Systems Center upon request. 
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1. INTRODUCTION 

The collection of transit system fares has become more sophisticated in 
recent years, as transit authorities turn to more flexible fare structures, 
Instead of a single flat fare to use the system, the fare now often depends 
on the passenger's origin and destination points. This is done for various 
reasons, such as to make the fares more equitable in relation to the actual 
distance travelled on the system, to allow for fare advantages to certain 
areas or to certain types of passengers (such as senior citizens or 
students), or to allow for accommodation among the various governmental 
bodies and other groups which support the system (1,2,3,4). 

In order to collect the fares on a system with such a complex fare structure, 
a transit property can no longer use a simple coin- or token-activated 
turnstyle. More sophisticated equipment is necessary to ascertain boarding 
and exiting information for each passenger and to encode it on tickets for 
the necessary processing, to vend tickets and collect money, etc. This more 
sophisticated function could conceivably be done by human beings. However, 
in most systems to use personnel to the extent that would be necessary would 
be too costly. Therefore, transit systems have turned to more sophisticated 
fare collection machinery, using data processing and electronics, to operate 
the fare collection system (1,2,4). 

However, a major problem arises in the use of this equipment, that of 
reliability. Quite often, the more complex a piece of equipment, and the 
newer its technology, the more likely it is to have relatively frequent 
failures (due to some extent to electronic complexity, but mostly due to 
mechanical aspects such as ticket transport, coin and bill detection and 
transport, etc.). Transit systems using this equipment have indeed often 
experienced high failure rates, leading to significant passenger delay, 
passenger pass-throughs (i.e., the emergency gates are opened and passenggrs 
are allowed into the system with the fare either collected manually or not at 
all), lower throughput capacity, and general frustration (5,6). Efforts are 
underway to increase the reliability of fare collection equipment, through 
better off-the-shelf components, more reliable components, redundancy 
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techniques, or improved maintenance procedures (5,6,7,8). The question that 
arises, however, is by just how much should the reliability be improved? 
While improvements in reliability are necessary, they are also expensive, 
both in terms of money and time. Under some circumstances, such as the ones 
shown in the following examples, equipment improvements may not be cost
effective: 

o The wrong service area is being improved: Quite clearly, one should 
not go to any expense to improve the reliabHity of a subsystem whose 
failures are not ~trongly impeding the system (e.g., if most of the 
delay occurs at the ticket vendors, don't improve the gates). However, 
the process leading to a delay can be subtle. For example, suppose most 
of the delay in a fare collection system presently occurs at the ticket 
vendors, and occurs there because the ticket-vendor reliability is poor. 
One might expect that system delay could be reduced by improving the 
ticket-vendor reliability. Suppose, however, that all passengers must 
pass through the gates, and that the gates, while not showing 
significant delays, are presently processing just about as many 
passengers as they can handle. If the reliability of the vendors is 
improved, what may happen is that the passenger flow to the gates may 
increase beyond their capacity to process it, causing large delays at 
the gate area. In other words, the effort and expense to improve the 
vendor reliability would be ineffective in this case, since it would 
just shift the delay from the ticket vendors to the gates. 

o The reliability is improved too much: As the reliability of a 
subsystem improves, its frequency of failure of course decreases. After 
some point, it no longer fails often enough for the failures to 
significantly affect system operation. Any expense spent to further 
improve reliability beyond this point, even if successful, is a wasted 
expense. 

o Measures other than reliability improvement may be more efficient: 
Improving the equipment reliability is not the only way to reduce the 
impact of failures on system performance. Faster recovery times in case 
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of failures (i.e., maintainability or recoverability) or having more 
units available for service (i.e., redundancy) may improve system 
performance even with the same reliability. While these measures also 
have their costs, they may be less expensive than reliability 
improvements, particularly if less of an improvement is needed through a 
maintainability or redundancy approach. 

o System failure may not be the main problem: Though there may be 
congestion and delay in a ,9ystem, and though there may be failures, the 
failures may not be the primary cause of the delay. For example, if a 
station is served by a major feeder bus line which periodically sends 
large numbers of passengers simultaneously into the fare collection 
system, delays will occur which will not be primarily due to failures. 
If so, reducing the failures that exist will not really help the 
problem. 

In order to properly answer the question, "By how much should reliability ~e 
improved?", one needs some way to find out the passenger delay in a fare 
collection system, given information on its reliability, maintainability, the 
number of machine units (redundancy), nominal processing rate, and passenger 
demand. With such a method one can investigate the effect on delay of not 
only reliability improvements, but improvements in maintainability, operating 
policy, and the number of machine units as well, and derive the proper mix 
and extent of improvements necessary. 

This report describes a method we have developed to analyze this 
interrelationship among reliability, maintainability, the number of machine 
units, and passenger delay. The basic approach is a model to simulate the 
flow of passengers through the fare collection system. This is done by 
treating the system as a network of queues, with a queue at each service area 
and the passengers moving from one service area to the next (a "service area" 
is a specific set of machine units, such as ~oin and bill changers, ticket 
vendors, gates, etc.). Superimposed on this network is the failure/recovery 
process, by which units fail at a rate according to their reliability and are 
repaired according to the failure response and repair times. 
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In addition, we have developed an analytical (math~matical) model to evaluate 
passenger congestion and delay at a single service area, given failures and 
repairs. The analytical model obtains the congestion and delay values not by 
simulation, but rather by solving the underlying queue length probability 
equations directly. The model investigates a single service area, with 
certain assumptions on the probability distributions being needed in order to 
solve the resulting equations, which somewhat limits the scope of the model. 
However, within that scope, the model requires much less computer time for a 
large-scale analysis than does a simulation, and also provides the actual 
underlying queue length distribution, which a simulation provides only after 
running for a large amount of simulated time. With the analytical model, 
therefore, many analyses can be carried out with the computer resources 
necessary for one simulation run, and so the analytical :acdel should be u::;ed 
in the situations for which it is appHcable. One such manner is to use ·~he 
analytical model to conduct the initial investigations, in which many run8 
may bemade, which many different parameter values. From the results of these 
investigations, if desired, a smaller number of scenarios of interst can be 
identified and analyzed further by means of the simulation model. 

Section 2 describes the types of results which the models provide, both 
direct results such as passenger congestion and delay, and indirect results 
such as sensitivity and tradeoff analyses. It also describes how transit 
systems can make use of these model results for planning, procurement, 
maintenance, or analyses of operating policies. 

Section 3 develops the detailed technical approach of the models. The 
concept of the fare collection system as a network of queues is outlined. 
The simulation model is then described, both for a single service area (e.g., 
the ticket vendors) and for entire fare collection systems. This is followed 
by a description of the a~alytical model. 

Section b describes the data required for fare collection system analysis, 
procedures to collect them, and possible problems and cautions. To 
demonstrate how the modeling process operates and the sensitivity and 
tradeoff analyses which result, several examples are provided in Section 5, 
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including one based on an actual transit system currently in development. 

The final section, Section 6, outlines further work to verify and improve the 

models and to produce a user-oriented package for transit systems. 
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2. THE ANALYSIS PROCESS 

2.1 Types of Dependability Analyses 

The d~rect output of the fare collection dependability model is information 
on the congestion (queue length) and passenger delay in the fare collection 
system, gi\•en the system configuration and passenger demand. This is 
produced for each of the service areas (i.e., ticket vendors, gates, .etc.) in 
the system, as well as delay for the overall system. The information is 
given in terms of probability frequency distributions for congestion and for 
delay at eaoh service area, from which means and variances are obtained. 

This output can give rise to four different kinds of an~lyses: 

Evaluation 

Sensitivity Analysis 
Specification Determination 
Tradeoff Analysis 

In evaluation, a given fare collection system is examined. Th~ required 
information about the system is collected and entered into the model as input 
data. The results are an estimate as to how well the system performs under 
the given passenger demand, reliability, maintainability, and number of 
uachine units. 

Once a sy:· em has been evaluated, one may naturally wish to know how the 
results would change if one or more of the input parameters were different 
from their indicated values (this is particularly true if there is some doubt 
as to the values of some of the input parameters). One can then make several 
runs of the model with differing values for a given input parameter, and see 
what changes occur to system congestion and delay. This is called 
sensitivity analysis, as it me3sures the sensitivity of congestion and delay 
to changes in input parameters such as reliability, maintainability, or 
number of machine units. 
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Specification determination is a process which determines the values of given 
input parameters (such as reliability or maintainability) necessary to 
achieve a desired level of performance. These values then become 
specifications for those parametP.rs. Specification determination is the 
reverse of sensitivity analysis, in that while sensitivity analysis takes 
given values of t~e input parameters. and determines the impact of these 
values on system perfor'mance, specification determination takes a given level 
of system performance and determines the input parameter values which are 
necessary to achieve it. 

Another aspect one may wish to know about the system is tradeoffs, i.e., how 
could one trade off between two input parameters while achieving the same 
overall result. For example, if the equipment reliability declined, by how 
much would maintainability have to improve to obtain the same overall 
performance? This type of analysis, called tradeoff analysis, differs from 
sensitivity analysis in that tradeoff analysis examines the interaction 
betweeu two input parameters, whereas sensitivity analysis examines the 
interaction between an input and an output parameter. 

The relationship among these four different types of analyses is shown in the 
conceptual graph given in Figure 1. 

2.2 Possible Uses of Dependability Analyses by Transit Systems 

The results produced by the fare collection model can be used by transit 
systems for a number of different purposes. Examples of these arP. :;he 
following: 

Determination of required number of machine units 
Reliability and maintainability specifications 
Impact of changes in passenger demand 
Effect of maintenance policy changes 
Effect of changes in fare collection method 
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MAINTAINABILIT 

PASSENGER DELAY CURVES 
(ARROW SHOWS DIRECTION OF 
DECREASING AVERAGE PASSENGER 
DELAY) 

RELIABILITY 

A. Evaluation -- How does the system perform for a given reliability 
and maintainability? 

B1. Sensitivity Analysis 
maintainability improves? 

What happens to the average delay when 

B2. Sensitivity Analysis -- What happens to the average delay when 
ruliability improves? 

c. Specification Determination -- How high must the reliability be 
to obtain the desired level of average delay? 

D1. Tradeoff Analysis -- If reliability declines, by how much must 
maintainability improve in order to retain current performance? 

D2. Tradeoff Analysis -- If reliability improves, by how much can 
maintainability requirements be relaxed while still retaining 

current performance? 

FIGURE 1. TYPES OF FARE COLLECTION DEPENDABILITY ANALYSES 
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o Determination of Required Number of Machine Units 

An important consideration in designing a fare collection system is 
determining ·how many machine units are required in each service area, i.e., 
how many coin changers, ticket vendors, gates, etc., are needed. This is an 
important consideration, since these machines are expensive (note a cost 
module is described in Chapter 6 which can be used to estimate these 
expenses). While an insufficient number will adversely affect station 
performance, an excessive number will cause a large unnecessary expense, 
particularly if this happens for a large number of stations. 

By conducting a sensitivity analysis between passenger delay and the number 
of machine units in place at a particular station, one can choose the minimum 
number of units such that the anticipated passenger delay remains within 
acceptable limits. 

o Reliability and Maintainability Specifications 

The level of specification for the reliability and maintainability of the 
fare collection system units is very important. If the specifications are 
too low, the resulting reliability and maintainability will be too low, 
producing unacceptable passenger delays and, hence, expensive retrofits or 
even more expensive reprocurements. However, if the specifications are too 
high, the units will become unnecessarily expensive to obtain, or even 
infeasible to produce at all, leading to unreasonable expectations followed 
by failure to meet specifications, cost overruns, and possible lawsuits. 
Either overspecification or underspecification thus gets the procurement 
process off to a poor start. 

With the model, one can evaluate a fare collection system under a set of 
proposed reliability and maintainability specifications. If the resulting 
congestion and delay is unacceptable, one can then, through sensitivity and 
tradeoff analyses, increase one or both specifications until an acceptable 
performance is reached. If, on the other hand, the congestion and delay is 
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acceptable, one can then, again by means of sensitivity and tradeoff 
analyses, decrease the specifications, as long as the performance remains 
acceptable, in order to decrease system costs. 

o Impact of Changes in Passenger Demand 

Another.use of the model results, particularly for new systems, is to 
determine the accuracy required in predicting passenger demand. If a 
significant increase in passenger demand does not cause a large increase in 
passenger delay, then the accuracy of the demand estimate is not that 
critical. However, should a small increase in demand cause a large rise in 
passenger delay, then the demand estimate must be much more accurate. 
Knowing this sensitivity of system delay to passenger demand thus allows the 
demand 

prediction to be carried out at an appropriate level of accuracy. 

An additional use of the sensitivity of the fare collection system to 
increase (or decrease) demand is to find out in advance what changes need to 
be made in the system in the future due to changes in demand. These changes 
could arise fromincreased use of the system or from significant changes 
either in the transit system itself or its feeder systems (buses or parking 
lots). 

o Effect of Maintenance Policy Changes 

Maintenance of fare collection equipment can be carried out in a number of 
ways. One can have an attendant present at every station (or only at· 
heavily-used ones) to correct minor failures and to call in immediate aid for 
more significant ones. One can make repairs immediately as failures occur, 
or let failures accumulate until enough occur at a given location to justify 
sending a repairman. One can forego preventive maintenance, or have such 
maintenance, with either shorter or longer periods between successive 
preventive maintenance actions. Since maintenance can significantly affect 
system performance, it is important to be able to verify the impact of 
changing the manner in which it is conducted. By running the model under 
various maintenance schemes, one can compare them in terms of resulting 
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system performance, thus allowing, for example, a comparison of the minimum 
reliability or number of machine units needed for adequate performance under 
different candidate maintenance policies. 

o Effect of Change in Fare Collection Method 

The model may be used to evaluate changes in fare collection media, i.e., 
ticket-only, token-only, cash-only, cash-or-ticket, cash-or-ticket-or-pass, 
etc. The choice of media dictate the type of arrangement of machinery used 
in the system. For example, one can compare a system in which the gates will 
only accept tickets, thus simplifying the gate design in return for requiring 
heavier use of the ticket vendors and coin changers, with a system in which 
the gates will accept cash, thus increasing the cost and possibly decreasing 
the reliability of the gates, but reducing the use of the ticket vendors and 
coin changers. In this way, different fare collection methods can be 
evaluated before expensive machinery is ordered or installed. 

The model can evaluate systems with either entry control only (i.e., no exit 
processing of passengers necessary), both entry and exit control (i.e., 
passengers must use a ticket or other medium to enter the system at their 
origin stations, as well as to leave the transit system at their destination 
stations), or barrier-free control (i.e., passengers may enter and exit the 
system without impedance by gates, but must obtain and validate a ticket, and 
must produce such a validated ticket on demand). 



3. TECHNICAL APPROACH 

The basic approach to the model is to investigate the operation of the fare 
collection system as a multiple-server queue, with passengers as customers, 
machine units as servers, and a first-come-first-served service discipline. 
In addition to the normal queue features, there is the additional aspect that 
the number of servers (machine units) itself decreases and increases as the 
units fail and are repaired, respectively. 

Two types of simulation models have been developed; a basic model which 
covers a single service area (such as a gate or ticket vendor), and an 
extended model which covers several service areas in tandem. In addition, an 
analytical model has been developed which covers the single service area 
without the use of simulation. 

Note: The random variables in the models as presented are assumed to be 
exponentially distributed. This is done for tractability and to provide a 
reasonable generic probability distribution if detailed data for such a 
distribution is not available. The simulation models can be routinely 
changed to different distributions, however, if such data is in fact 
available. 

3.1 The Single-Service-Area Simulation Model 

Figure 2 shows a situation in which there is a single service area. Several 
machine units make up the service area, each of which can serve one passenger 
provided they are not otherwise busy or out of service because of failure. 
The model is an event-oriented simulation in which the next event to be 
processed is the earliest-occurring of the four basic events: passenger 
arrivals, passenger departures, equipment breakdown, and equipment repair. 
Events are processed until the time of the prospective next event is no 
longer within the time period being simulated. Each of the four events is 
described in detail in Sections 3.1.1 - 3.1.4. 
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3.1.1 Passenger Arrivals 

The arrival of passengers in the system is assumed to be a sequence of 
independent events, in which the time between successive arrivals is an 
exponentially-distributed random variable. (While the fact of an 
exponential distribution is not essential to the model, the independence of 
successive arrivals is.) Passengers are assumed to arrive in groups. For 
passengers exiting the station after arriving on a train or for those 
ent,ering the station after arriving on a feeder bus, the·group size can be 
large. However, for passengers entering the station after arriving on foot, 
or by taxi, or by private car, the group size can be small, possibly 
consisting of only one passenger. 

Upon arrival~ a passenger immediately begins service if a machine unit is 
available. If so, a departure time is calculated and put into the departure 
stack, which is an array of departure times of passengers in service, sorted 
in ascending order, that is used to determine the time of the next departure. 
If no machine is available, however, the passenger enters a queue, which is 
maintained on a first-in-first-out basis. 

Passengers who find an available unit upon arrival and so immediately enter 
service have delay times of zero. Passengers entering service from the queue 
have their (non-zero) delay times calculated at the time they enter service. 
The delay time is the interval between the arrival time and the time of entry 
into service. 

3.1.2 Passenger Departures 

The service (or processing) time of passengers is also assumed to be an 
independent random variable with an exponential distribution. The departure 
time, calculated upon entry into service, is equal to the time of arrival 
plus the service time. Upon departure, the record of the departure time is 
removed from the departure stack. 
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3.1.3 Equipment Breakdown 

The reliability of the equipment being modeled is given in terms of the MCBF, 
or mean cycles between failures. The reliability is given in terms of cycles 
rather than time because the equipment (especially the mechanical parts) is 
exposed to failure by actual use rather than simply by the passage of time. 
Upon the departure of a passenger from service, a random draw is made with 
probability 1/MCBF that the machine unit just used breaks down. If it does 
not break down, it becomes available for service and, if a queue exists, the 
first passenger in the queue enters service. If it does break down, however, 
a repair time for it is calculated (see 11Equipment Repair" below) and it is 
placed in the repair stack,which is an array of return-to-service times of 
failed units, arranged in ascending order. The number of machine units 
available is decreased by 1 if a breakdown occurs, and no passengers are 
brought in from the queue. 

3.1.4 Equipment Repair 

The time necessary to repair a failed unit is also assumed to be an 
independent random variable with an exponential distribution. Note that 
because a failed unit impedes system operation from the time it fails until 
the time it returns to service, "repair time" includes not only the time to 
actually do the repair, but also the administrative downtime, i.e., the time 
necessary to detect a failure, have a repair crew get to the unit, and 
diagnose the failure. The return-to-service time is calculated upon 
breakdown as the sum of the time of breakdown and the total repair time, and 
ent~red into the repair stack. Upon repair, the unit is removed from the 
repair stack, and the number of units available is increased by 1. If a 
queue exists when a unit retu~ns to service, the first passenger in the queue 
enters service. 

3.2 The Multiple-Service-Area Simulation Model 

An actual fare collection system at a station will have not one, but several 
service areas which passengers may use duz•ing the fare collection process. 
For example, a station may have coin changers, ticket vendors, and gates. An 
arriving passenger may: 1) have the proper ticket and proceed directly to 
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the gate; 2) may need to purchase a ticket and therefore proceed first to 

the ticket vendors and then to the gate area; or 3) may need the proper 

change to buy a ticket and so proceed through all three service areas. The 

multiple-service-area model (Figure 3) investigates this type of situation. 

This model contains three service areas (a change to a different number of 

areas is easy to implement): service area #1 (the coin changers, in the 

above example), service area #2 (the ticket vendors), and service area #3 

(the gates). The probability is P1 that an arriving passenger begins service 

at area #1, P2 that he begins service at area #2, and P3 that he begins 

service at area #3. (The probabilities P1, P2, and P3 are specified 

parameters whose sum is 1.) After completing service at his original service 

area, the passenger continues to the next service area downstream (i.e., from 

area #1 to area #2, and from area #2 to area #3), until he completes service 

at area #3 (the gate), upon which he departs the system. Congestion (queue 

length) and delay times are tabulated at each service area, and the delay 

time for a passenger is the sum of the delay times at each service area the 

passenger uses. 

A departure from service area #1 creates a simultaneous arrival at service 

area #2. Similarly, a departure from service area #2 creates a simultaneous 

arrival at service area #3. A departure from service area #3 (the gates) is 

a pure departure, as the passenger then leaves the system. 

3.3 The Analytical Model 

A simulation model is a reasonably straightforward way to investigate a fare 

collection system. However, simulation does have drawbacks. The underlying 

probability distributions for congestion and delay are not specifically 

determinsd by a simulation. Rather, random draws on these distributions are 

taken for each passenger simulated and, after some number of passengers have 

been processed, the frequency distributions of congestion and delay of these 

passengers are taken as an approximation to the actual distributions. 

However, these are only approximations, and are subject to a number of 

statistical sensitivities. Furthermore, because each passenger must be 

generated and processed individually, a simulation of this type will require 

a substantial amount of computer time if a large number of passengers need to 
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be processed. This would be necessary not only for stations with a high 
passenger demand, but also for stations which need to be simulated for a long 
period of time due to the statistical sensitivities mentioned above. 

One example of the latter is a station where the flow of incoming passengers 
is at or near processing capacity. In such a station, large queues will 
develop when, due to random fluctuations, a surge of passenger arrivals 
occur. Furthermore, these large queues ~ill take a long time to dissipate, 
since the station has very little, if any, extra processing capacity. These 
surges thus cause considerable congestion and delay; in fact they cause most 
of the total congestion and delay in this case. Because these random 
passenger arrival surges do not occur very often, and because the model needs 
a reasonably large sample of surges to provide accurate statistical results, 
the simulation must be run for a long period of time. 

Another example is a station with machine units which have low failure rates, 
but long repair times. Failures therefore do not happen often, but 
significantly affect the system when they do. Because, similar to the above 
case, the model needs to have a large enough sample of these failures in 
order to provide statistical results of sufficient accuracy, we need to run 
the simulation for a long period of time in this case as well. 

We therefore have developed, in addition to the simulation model, an 
analytical model to analyze a service area for a fare collection system. The 
analytical model directly formulates and solves the mathematical equations 
for the underlying queue length probabilities, rather than obtaining an 
approximate solution by simulation. As mentioned in Section 1, while the 
model only considers a single service area (with no grouping of passengers), 
rather than the entire fare collection system, and requires certain 
assumptions on the arrival, processing, and repair rate distributions (i.e., 
that they are independent and exponentially distributed), it does obtain the 
congestion and delay distribution3 directly. Hence, the computer time 
required by the model does not depend on the passenger arrival rates, degree 
of saturation (passenger arrival rate compared to service capacity), or 
failure and repair rates. The analytical model can therefore be used as the 
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initial investigating tool for large problems, allowing many runs to be made 

with many different parameter values, without using an inordinate amount of 

computer time. ~rom these runs, a far smaller number of scenarios of 

interest can be identified and investigated with the simulation model. 

The approach to such a model is a modification of that derived by Neuts and 

Lucantoni (9) for the multiple-server exponential queue with a randomly

varying number of servers. As with the simulation model, the service area is 

represented as a queue with as many servers as there are machine units. 

Passengers are assumed to arrive according to a Poisson process (i.e., the 

interarrival time between any two successive passengers is independent of any 

other passenger interarrival time and is exponentially distributed), and 

their processing times are also assumed to be independent and exponentially 

distributed. Similarly, times to failure and repair times for the machine 

units are independent and exponentially distributed. 

The modification to the Neuts-Lucantoni model is that the rate at which 

failures occur in a service area is proportional not to the number of 

functioning machine units, as specified in (9), but.rather the minimum of the 

number of functioning machine units and the queue length. In other words, 

machine units cannot fail while they are idle. The modification results in a 

straightforward change in the arguments in (9), which are then used to 

directly calculate the probabilities (Xij), where 

Xij = Probability that the queue length (numb~r of customers either being 

served or waiting for service) is i and that j machines are 

functioning. 
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The queue length probabilities (li) are: 

li = Probability that there are i customers either being serv~d or 
waiting for service 

: )-: Xij 

j ( 1) 

and the mean queue length (congestion) is 

L (2) 

The mean time in the system (i.e., the time spent both in service and waiting 
for service) is given by Little's Formula (10, P. 60) as 

w = L/ A , (3) 

and the mean delay time as 

Wct = (L/1.)- (1/ll) = W- (1/]..1) , (4) 

where A. is the arrival rate and Jl the processing rate of customers. 

By the above process the analytical model computes the probability 
distribution of the queue length (congestion), and the mean congestion and 
delay. 
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4. USING THE MODEL 

4.1 Data Requirements 

The data requirements of the model are of two kinds: hardware and passenger 
flow. The hardware data include reliability and maintainability data, as 
well as the passenger processing rate per machine unit and the number of 
units provided, for each of the service areas in the station. The passenger 
flow data include the passenger arrival rate, group size, and division of 
passenger flow to the various service areas. While average values of these 
data are acceptable.(one can assume, as the present models do, an exponential 
distribution with the given average value as the mean), for simulation models 
actual frequency distribution information is preferable if available, so that 
the variability of the data from the average can be taken into account. 

Specifically, the data requirements are as f'ollm;::•: 

Passenger arrival rate (one parameter for entire system) -- The hourly rate 
at which passengers arrive at the fare collection syste~ during the peak 
period. This may be established by a priori demand estimation techniques 
or by an actual passenger count. Assuming a stable (i.e., steady-state) 
mean flow during the peak period, a good estimate of the actual frequency 
distribution of flow can b& obtained by taking successive passengei' 
counts over many brief periods of time (such as five minutes). 

Group size (one parameter for the entire system) -- The size of a group of 
arriving passengers (this can be given either as a single deterministic 
value or as a random variable defined by a probability distribution). 
Passengers exiting from the transit system and those arriving in large 
vehicles such as commuter vans or buses will generally come or go in 
large groups, while passengers arriving on foot or in small vehicles 
such as cars will usually arrive in small groups (frequently consisting 
of just one passenger). This information is not easy to obtain, as it 
requires direct observation of passengers, and careful observation at 
that, since groups may form, merge, divide, or dissipate rapidly. 
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Passenger processing rate (one parameter for each service area) -- The 
hourly rate at which a machine unit in the service area can process 
passengers, and hence the unit's capacity to handle passenger flow. This 
is a difficult value to obtain under actual operating conditions. While 
design capacities are normally given for a machine unit, this merely 
represents the theoretical maximum rate at which passengers.can be 
processed. The actual rate in the field, even assuming the unit is never 
idle, will be significantly less, because of passenger time lost 
ac~essing, fumbling for, or dropping coins or tickets, reading and 
comprehending (or misunderstanding) instructions, making decisions while 
using the unit, making errors and correcting them, and simply using the 
unit at a slower rate than its capacity. The.actual processing rate is 
thus difficult to specify and estimate beforehand, and so can only be 
obtained by an actual count which simultaneously obtains for a given time 
period the number of passengers processed and the amount of time the unit 
was actually busy. The latter data are not routinely collected, so that 
a special effort must usually be made to obtain the passenger processing 
rates. Furthermore, in a new or significantly upgraded fare collection 
system such data by definition does not exist, and so can only be 
estimated beforehand, as difficult and imprecise as that process is to 
accomplish. 

Failure rates, or reliability (one parameter for each service area)-- The 
rate at which failures occur to a machine unit which make it unable to 
process passengers. Because of the mechanical nature of the equipment, 
and the resulting fact that the basic measure of stress to the unit, and 
hence exposure to failure, is the use of the unit by an individual 
passenger, i.e., one cycle, the measure of failure rate is best given in 
terms of Mean Cycles Between Failures (MCBF). If necessary, a Mean Time 
Between Failures (MTBF) measure can be used (where the time used is hours 
in actual use, rather than elapsed clock time), from which MCBF can be 
obtained by dividing MTBF by the mean passenger processing time. 

For an existing system, the MCBF can be obtained by direct observation, or 
by combining passenger use records and failure logs •. For new or 
significantly upgraded systems, since such data does not exist, 
estimates, predictions, specifications, or manufacturer's descriptions of 
reliability must be used. 
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Repai~ times, or maintainability (one parameter fo~ each service area) -

The elapsed time, in hours, between the failure of a machine unit and its 

return to service. Notice that there are other concepts of repair times, 

such as the time it takes to carry out the actual repair on the unit, the 

time between the discovery of the failed unit and its return to service, 

etc. However, the repair time defined above is the appropriate one for 

our purposes, as it denotes the length of time the system will function 

at a reduced capacity due to the failure. 

For an existing system, repair time can be obtained by direct 

observation, or by consulting repair logs. If the latter, care must be 

taken to include an estimate of the time necessary to detect a failu~e 

which has occurred, as the logs will at best only give the time from 

detection to return-to-service. (In addition, if the logs only give the 

times to actually repair the units, estimates must also be made of the 

time required for a repairman to travel to the failed unit, as well as 

any additional travel time which may be necessary). For new or 

significantly upgraded systems, the repair timee must be estimated. 

Number of machine units (one parameter for each service area} -- The numbet• 

of machine units nominally available for passenger use, in the absence of 

failures. In a small station, space considerations may restrict the 

number of machine units possible in a given service ~ea, even if a 

greater number would be warranted by dependability considerations. 

Division of passenger flow to service ~eas (one parameter for each service 

area) -- The proportion of arriving passengers who begin thei~ use of the 

fare collection system in that particular service area (see Figure 3}. 

In an aggregate sense, passenger flow division can be obtained by 

determining flow rate counts for each of the service areas and comparing 

them to the overall passenge~ arrival rate (or the total passenger flow 

through the gates, which should be equivalent un.less the system is 

overloaded). 



4.2 Suggested Precautions 

Any model, including this one, is not an exact replication of reality, but 
~ather an approximation. As such, it exhibits differences from reality which 
can mislead an unwary user. The following are some precautions which a user 
should take into account. 

A Monte Carlo simulation model depends on a random number generator to 
produce the random variation in input data that is so important in putting 
the simulated system "through its paces." Virtually all computer systems 
have such a generator, which produces numbers which vary randomly between 0 
and 1. However, some of these generators can be defective. In the early 
stages of this effort, inexplicable discrepancies occurred between expected 
and actual results. It turned out that the random number generator being 
used by the computer tended to generate high numbers (values near 1) 
significantly more often than low numbers (values_near 0). A different 
random number generator was substituted, and the discrepancies disappeared. 
This is no isolated occurrence, since such problems have been described in 
the literature. One must therefore make sure that the random number 
generator being used is an accurate one. 

The collection of data may also introduce some inaccuracies. For example, to 
obtain the data for passenger processing rates, one must simultaneously count 
the number of passengers using the machine units and measure the total time 
that these units are busy (the processing rate is the quotient of these two 
values). If arrivals occur frequently but intermittently, the busy periods 
of the machine units will be numerous but brief. It is often difficult to 
tell exactly when a busy period begins or ends, and errors of several seconds 
may be introduced, either because of this or merely through observer 
inattention (this particular data collection effort requires much 
concentration by the observer). Because of this difficultly, the data 
collection process may introduce significant inaccuracies into the data when 
the busy periods of the machine units are numerous but brief. 
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The actual probability distribution of the data (i.e., whether it is normal, 

exponential, or some other shape) may be quite important to system 

performance, as different distributions have different probabilities of 

generating extreme values (i.e., values which are extremely different from 

the mean, and especially values which are extremely larger than the mean). 

It is often these extreme values (such as a random overwhelming surge of 

passenger arrivals, or a random rash of failures) which cause system delay. 

Nevertheless, quite often only the mean value is available for the desired 

data, and so some particular type of distribution (such as the exponential 

one) must be assumed. If this is so, a possibly significant source of delay 

may be missed. 

Also, quite often only estimates are available for much of the required data. 

While this is especially so for new or significantly upgraded systems, which 

practically by definition have not had opportunity to accumulate actual 

performance records, it also holds for some data, such as passenger 

processing rates for machine units, in existing systems as well. Estimates, 

however, may be inaccurate to a greater or lesser degree, which would then 

affect the results of the analysis. 

The final precaution applies to the simulation models. Clearly, breakdowns 

and repairs of machine units occur fa~ less frequently than do passenger 

arrivals and departures. If the simulation is run for only a short simulated 

time period, only a few breakdowns and repairs will have occurred. This will 

make the results quite volatile and unreliable, since they will be highly 

sensitive to the addition or subtraction of only a few breakdowns, or even a 

change in the time of occurrence (i.e., early or late in the simulated time 

period) of the breakdowns which do occur. These kinds of events can take 

place quite readily, simply due to the random fluctuations provided 

(intentionally) by the random number generator. Furthermore, if the 

simulatio~ is run for a short simulated time period, the starting and ending 

effects can be significant (starting effects are what happens between the 

start of the simulation and the time it "settles down" to a steady-state 

situation, while ending effects take into account the delay of passengers 



still in the system when the simulation ends). Therefore, the simulation 

models must be run for a long enough time (or enough separate runs must be 

made) for a sufficient amount of breakdowns and repairs to have occurred, and 

for starting and ending effects to be no longer significant. This may 

require a large amount of computer time. 

With these precautions in mind, the models oan be used by transit systems as 

a useful tool in determining fare collection system requirements. 
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5 • SAMPLE RUNS 

To demonstrate the model and its application to fare collection system 
analysis, a number of sample runs were performed. For the single-service
area simulation model, hypothetical test data were generated to describe a 
ticket-vending facility under various circumstances. In addition, to 
demonstrate the use of the multiple-service-area model for actual fare 
collection system analysis, sample runs were also carried out based on 
preliminary data obtained from the Miami Dade County Transit Authority 
describing their stations and fare collection system (the sample runs, 
described below, thus use preliminary configurations and are not intended to 
reflect the final configuration of the actual Miami system). A base run was 
made using a representative station, followed by various sensitivity runs to 
assess the impact of possible changes in reliability, maintainability, and 
the number of machine units at the station. Additionally, a single service 
a~ea of the representative station was used to provide a test example for the 
analytical model. In a similar manner as with the simulation model example, 
a base run was made, followed by various sensitivity and tradeoff analyses. 

5.1 Ticket-Vendor Simulation (Single-Service-Area Model) 

In this analysis it is assumed that a ticket vendor has low reliability, and 
that significant delays are occurring as a result. The aim is to assess the 
base case, then examine a number of other cases to see how delay is affected 
by various alternative approaches. These cases are defined as follows (see 
Table 1 for the data): 

1. The base case, in which there is a problem with low 
reliability (note the MCBF of 120). 

2. An extra ticket vendor is added. 
3. The reliability of the ticket vendors is improved. 
4. The maintainability of the ticket vendors is improved. 
5. The reliability is improved as a tradeoff against worse 

maintainability. 

6. The maintainability is improved as a tradeoff against worse 
reliability. 
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Case 

1. 
2. 
3. 
4. 
5. 
6. 
1. 
a. 
9. 

10. 

1. Passengers arrived in much larger group clusters than in the base 

case. 

8. Case 7, but an extra ticket vendor is added. 

9. There are twice as many ticket vendors, but also twice as many 

passengers. 

10. An unusually large passenger flow occurs initially, then recedes. 

To handle this, an extra ticket vendor is added. 

TABLE 1. DATA FOR SINGLE-SERVICE-AREA ANALYSES 

Group Passenger Ser-
Group Arrival Arrival vice Maintain-
Size Rate Rate Rate Reli- ability 
(per (per (per Number (per ability (MTTR; 
hr.) hr.) hr.) of Units hr.) (MCBF) seconds) 

2 250 500 3 .,ivO 120 720 
2 250 500 4 300 120 720 
2 250 500 3 300 480 720 
2 250 500 3 300 120 180 
2 250 500 3 300 480 2880 
2 250 500 3 300 30 180 

20 25 500 3 300 120· 720 
20 25 500 4 300 120 720 
2 500 1000 6 300 120 720 
2 800/250* 1600/500* 4 300 120 720 

*Arrival rates are at first figure for first 360 seconds of simulated time, 
then at second figure for the remaining time. 

Underlining indicates changes from the base case (Case 1) 

Cases 2, 3, and 4 are sensitivity analyses; Cases 5 and 6 tradeoff analyses; 

and Cases 7, 8, 9, and 10 are variants of the base case. The results of the 

model runs for the various cases are shown in Table 2. 
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TABLE 2. RESULTS OF SINGLE-SERVICE-AREA ANALYSIS 

Case 

Mean 
Queue Length 15.2 

Mean 
Passenger Delay 65.5 
(Seconds) 

2 

17.2 

3 4 5 6 7 8 

3.8 4.0 28.0 6.1 112.3 23.0 

11.9 13.6 185.8 34.4 348.5 77.9 

9 10 

5.6 9.4 

9.0 31.3 

In the base case (Case 1), the mean delay is about one minute per passenger, which 
is a large amount of delay, and indicates that there is indeed a problem at this 
service area. The three cases in which an improvement is made in the physical 
system (Cases 2, 3, and 4), all improve the situation equally well, so that in a 
choice among them, the least expensive alternative should be used. The two tradeoff 
cases and the base case (Cases 1, 5, and 6) demonstrate that, in this particular 
system, if any tradeoff is made, it should be in favor of maintainability. Case 7 
demonstrates the adverse sensitivity of the system to heavily bunched arrivals, 
which is significantly improved by the addition of the extra unit in Case 8. Case 9 
indicates that the improvement in adding extra units is more than linear, i.e., 
twice as many units can handle more than twice as many passengers. Finally, Case 10 
indicates that if the system has an extra (fourth) unit, it is moderately capable of 
handling surges in passenger demand. 

5.2 Full-System Performance Simulation (Multiple-Area Model) • 

The Miami Dade County Transit Authority is in the process of designing, procuring, 
and constructing a rapid transit system for the Greater Miami area. Specifications 
have been developed for the various fare collection facilities &nd contracts awarded 
to supply these facilities. Estimates have also been obtained on passenger flow and 
machine capacity. We shall use these estimates, along with the reliability and 
maintainability specifications, as input data for a sample model run based on data 
derived from an actual system (2,11). 

The fare on the Miami system is collected at entry gates which accept either coins, 
passes, or (at some stations) transfers. Some gates are set for full-fare 
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passengers, while others are set for reduced-fare passengers. Passes are sold 

off-site, while transfer dispensers and par•king-lot-receipt machines operate in 

the station area. 

The station analyzed in the model run is derived from the Dadeland North station 

during peak-hour operation (this station was selected because it is a relatively 

important station which has enough passenger demand to result in significant 

congestion and delay if enough machine units fail). For simplicity, the sample 

station uses gates which accept (no transfers), processes full-fare only, and 

includes only the gates and change machines. No exit processing of passengers 

is required, so only the entering passenger flow will be examined. 

In order to provide a multiple-service-area example, the station design will be 

based on the preliminary design configura:;ion for the Miami system, which 

provides for change machines to change bills and coins (the final design 

configuration, which does not include change machines, can be analyzed most 

efficiently by using the single-service-area simulation model or the analytical 

model). The station layout is shown in Figure 4. The estimated peak-hour 

passenger flow at the sample station is 5400 passengers per hour. Of these, 30% 

use the change machines, while 70% go directly to the gates. Passengers are 

assumed to arrive one at a time, not in groups. 

There a~·e five g2.tes at the station. Each gate has a physical capacity to 

process 1800 passengers per hour. As mentioned previously, the actual field 

processing capacity is lower than this and is difficult to obtain. As the Miami 

system is not yet in revenue service, there is no actual field data available, 

nor are there detailed analyses of the field passenger-processing capacity of 

these types of gates. (There are data collection efforts underway at~~ferent 

transit systems to obtain such information. As discussed earlier, it is not 

straightforward to measure the field processing capacity). A rough rule-of

thumb for field processing capacity of 7~% of the physical processing capacity 

is assumed for this analysis. Therefore, the gate processing rate used in the 

model runs is .75 x 1800, or 1350 passengers per hour. 
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There are also six coin changers. Each can process bills at 12 transactions per 

100 seconds, and coins at 20 transactions per 100 seconds. The transactions 

involve bills 85% of the·time and coins 15% of the time. The mean transaction 

rate is therefore 12*(0.85) + 20*(0.15) = 13.2 per 100 seconds, or 7.92 per 

minute, or approximately 475 per hour. Using the rule-of-thumb field processing 

rate ratio of 75%, we obtain an estimated field transaction rate of 360 

passengers per hour for the changers. 

The reliability specifications are an MCBF of 60000 for the gates and 80000 for 

the changers. For maintainability, the specifications are that the time to 

carry out the actual repair on a unit shall not exceed 0.6 hours (36 minutes) 

for the gates and 0.3 hours (18 minutes) for the changers. We shall assume that 

the time to detect a failure and get a repairman to the failed unit averages 0.2 

hours (12 minutes). Therefore, the specified mean total downtime due to a 

failure (MTTR) shall be 0.8 hours (48 minutes) for the gates and 0.5 hours (30 

minutes) for the changers. 

The analysis focuses on the gates, investigating the effects of changes in the 

number of gates and their reliability· and maintainability. Ten cases are 

examined (the data for the gates are tabulated in Table 3): 

1. The base case, with specifications as described above. 

2. The gate reliability is 10000 MCBF. 

3. The gate reliability is 3000 MCBF. 

4. The gate reliability is 1000 MCBF. 

5. Case. 4, but with 6 gate units. 

6. Case 4, but with a mean total downtime of 0.6 hours. 

7. Case 4, but with a mean total downtime of 0.3 hours. 

B. Case 4, but with a mean total downtime of 0.2 hours. 

9. Case 4, but with a mean total downtime of 0.1 hours. 

10. Case 3, but with only 4 gate units. 
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TABLE 3. DATA FOR MULTIPLE-SERVICE AREA ANALYSES 

Gate Gate 
Arrival Number Processing 
Rate of Maintainability Rate 
(per Gate Reliability (mean total downtime) (per) 

Case hour) Units (MCBF) (in hours) hours) 

1 5400 5 60000 0.8 . 1350 
2 5400 5 10000 0.8 1350 
3 5400 5 3000 0.8 1350 
4 5400 5 1000 0.8 1350 
5 5400 6 1000 0.8 1350 
6 5400 5 1000 0.6 1350 
7 5400 5 1000 0.3 1350 
8 5400 5 1000 0.2 1350 
9 5400 5 1000 0.1 1350 

10 5400 4 3000 0.8 1350 

Underlining indicates changes from the base case (Case 1) 

The results for the gates are as follows (Table 4): 

TABLE 4. RESULTS OF MULTIPLE-SERVICE AREA ANALYSES 

Case 2 3 4 5 6 7 8 9 10 

Mean Queue Length 3.2 3.2 9.2 40.2 3.3 28.0 20.4 7 .• 3 5.3 • 
(Congestion) 

Mean Passenger Delay 0.5 0.5 6.6 34.1 2.6 24.2 16.7 4.6 2.6 • 
(in seconds, exclud-
ing processing time) 

*Infinity (queue length exceeds 500) 

(Note -- Except for Case 10, the mean congestion and delay at the coin changers 

(not the gates) remain more-or-less constant over all the cases at mean queue 

lengths and mean passenger delays of approximately 6.0 and 3.0, respectively.) 

33 



There are a number of conclusions which can be drawn from these results: 

(Evaluation of given situation -- Case 1) No serious delay problems are 
expected from the fare collection system as specified. 

(Sensitivity analysis of gate reliability -- Cases 1-4) (Figure 5) The 
specification for gate reliability can be significantly reduced from its 
original level of 60000 MCBF without seriously affecting delay. In fact, 
the reliability can decrease by almost an order of magnitude without 
serious impact. Delays start becoming significant when the MCBF reaches 
3000, and become a problem when the MCBF reaches 1000. 

(Sensitivity analysis of increased number of gates under conditions of low 
reliability -- Cases 4 and 5) Adding one additional gate, making six units 
in all, when the gate reliability is low (1000 MCBF), is equivalent, in 
terms of the resulting delay, to entirely solving the problem of low 
reliability, i.e., improving the reliability to effectively 60000 MCBF. 
(Note that with cost data showing how cost varies with reliability, an 
effective tradeoff analysis can be made to decide whether adding a gate or 
improving gate reliability would be m(lre cost-effective.) 

(Sensitivity analysis of maintainability under conditions of low 
reliability -- Cases 4 and 6-9) (Figure 6) A delay problem due to low 

·reliability can be solved for this system by improving maintenance 
response, but the improvement must be consider-able (even an improvement 
from 0.8 hrs. to 0.1 hrs. does not completely restore the performance of 
the base case). Notice that the nominal detection and response ti~e for 
the system. is 0.2 hours, so that Cases 8 and 9 can only be brought about by 
an improvement in this time, not just by an improvement in the repair time 
itself. 

(Sensitivity analysis of decreased number of gates under conditions of 
marginal reliability -- Cases 3 and 10) The system cannot operate with 
fewer than five gates. If failures occur under a four-ga~e operation, the 
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system will sustain catast~ophic ~ongestion &,d delay. (In fact, even 
without the impact of failures, the four-gate system is operating at 
capacity, so that large congestion and delay can arise simply due to random 
surges of passenger arrivals.) 

(Tradeoff analysis of reliability vs. maintainability under conditions of 
low reliability -- Cases 3, 4, and 8) An increase in the reliability (of 
Case 4) from 1000 to 3000 is approximately equivalent in delay impact to an 
improvement in the maintainability f~om 0.8 hours to 0.2 hours. 

Remark -- The precaution3 described previously apply of course to the 
interpretation of this example, especially the precaution on the volatility of 
the results when only a few breakdowns have occurred. For example, with an MCBF 
of 3000, an average of 1.8 breakdowns would be expected in a peak hour in which 
5400 passengers arrive (5400/3600:1.8). Of course, however, in an actual 
simulation run the number of breakdowns would be some (Poisson-distributed) 
integer-valued random variable of 0, 1, 2, 3, or more, depending not only on the 
underlying probability distribution for the breakdown process, but also on the 
particular sequence of random numbers on which the specific run is based. The 
most likely number of breakdowns to occur, 2, is indeed what happens in the 
actual sample run. However, in another run using the same input data, the 
number of breakdowns could be 1 or 3, since each run is based on a new sequence 
of random numbers. This would significantly change the results. 

The way to make the results less volatile is to run a number of independent 
peak-hour runs and combine the results (or make a single run for a long time 
period). For example, if five independent runs were made of the peak-hour 
situation with an MCBF of 3000 (or if one run were made for a five-hour period 
under peak conditions), the expected number of breakdowns would be 9.0. To have 
8 or 10 breakdowns instead of 9 would clearly affect the delay result much less 
than to have 1 or 3 breakdowns instead of 2. The results would therefore be 
less subject than before to random fluctuations in the simulation process·. To 
make these five runs, however, would use five times as much computer time. For 
the simulation with an MCBF of 3000, this would mean over 22 minutes of CPU time 
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instead of under 5 minutes. Since the cost of such amounts of computer time 

would have been prohibitive, only one 1~hour time run was made for each case 

examined. In a real situation, however, either longer or multiple runs must be 

carried out. 

5.3 The Analytical Model (Single-Service-Area Analysis) 

In this section the analytical model described in Section 3.3 is used to examine 

the coin changers in the Miami-system-based example discussed above. The 

analytical model considers a single service area (i.e., the ~oin changers) 

rather than the complete system. However, this is a reasonable approach in this 

example, since the coin changers receive customers directly from outside the 

system, not from any other service area within the fare collection system 

itself. 

Since 5400 passengers per hour arrive at the station and 30% use the coin 

changers, the mean arrival rate at the changers is 1620 passengers per hour. As 

described in the previous section, there are six changer units which process 

passengers at a rate of 3·6o passengers pe!' hour each, with a reliability of 

80000 MCBF and a maintainability of 0.5 hours mean total downtime. 

Eight cases are considered (the data are tabulated in Table 5): 

1. The base case, with specifications as described above. 

2. The reliability is 8000 MCBF. 

3. The reliability is 4000 MCBF. 

IJ. The reliability is 3000 MCBF. 

5. Case 4, but with a mean total downtime of 0.4 hours. 

6. Case 4, but with a mean total downtime of 0.3 hours. 

7. Case 4, but with a mean total downtime of 0.2 hours. 

8. Case 4, but with a seventh coin changer unit added. 
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TABLE 5. DATA FOR ANALYTICAL MODEL ANALYSES 

Changer Changer 
Arrival Number Processing 
Rate of Maintainability Rate 
(passengers Changer Reliability (mean total downtime; (passengers 

Case per hour) Units (MCBF) in hours) per hour) 

1 1620 6 80000 0.5 360 
2 1620 6 8000 0.5 360 
3 1620 6 4000 0.5 360 4 1620 6 3000 0.5 360 
5 1620 6 3000 0.4 360 6 1620 6 3000 0.3 360 
7 1620 6 3000 0.2 360 8 1620 1 3000 0.5 360 

The resulting mean congestion and delay for these examples are shown in Table 6 (the 
delay is obtained by using formula (4), Section 3.3): 

TABLE 6. RESULTS OF ANALYTICAL MODEL ANALYSES 

Case 2 3 4 5 6 7 8 

Mean Queue Length 5.9 8. 1 18.0 40.9 12.8 8. 1 6.8 6.3 
(Congestion) 

Mean Passenger 3.1 8.0 30.0 80.9 18.4 8.0 5.1 4.0 
Delay {in 
seconds, not 
including 
processing time) 

Some of the conclusions which can be drawn from these results are: 

(Evaluation of given situation.-- Case 1) The coin changer service 
area as specified should not have serious delay problems. 
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(Sensitivity analysis of coin changer reliability Cases 1-4) (Figure 
7) The coin-changer reliability specification can be significantly 
reduced from its original level of 80000 without significantly degrading 
the system. A decrease of an order of magnitude, to 8000, only 
marginally increases the delay. Delays start becoming significant when 
the MCBF reaches 4000, and become a problem when the MCBF reaches 3000. 

(Sensitivity analysis of coin changer maintainability under conditions 
of low reliability -- Cases 4-7) (Figure 8) An improvement in mean 
maintainabilty from 0.5 hours to 0.4 hours will significantly reduce the 
mean delay resulting from low reliability (3000 MCBF). Further 
improvements beyond this occur more-or-less proportionally, i.e., 
decreasing the maintenance recovery time by one-half will decrease the 
mean delay by one-half. 

(Sensitivity analysis of increased number of gates under conditions of 
low reliability -- Cases 4 and 8) Adding an additional unit to the 
system when the reliability is low (3000 MCBF) solves the reliability 
problem, i.e., the mean delay becomes similar to that of the original 
system (which has the specified reliability of 80000 MCBF). 

(Tradeoff analysis of reliability vs. maintainability under conditions 
of low reliability -- Cases 1,2,4,6,and 7) Improving the maintenance 
recovery time (of Case 4) from 0.5 hours to 0.3 hours is equivalent to 
improving the reliability from 3000 MCBF to 8000 MCBF. Improving the 
recovery time from 0.5 hours to 0.2 hours is nearly equivalent to 
improving the reliability from 3000 MCBF to the full original 
specification of 80000 NCBF. 
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6. THE COST MODULE 

We have dealt so far with the analysis of the passenger congestion and delay in 
a fare collection system, given the configuration of the station, passenger 
demand, and the processing rates, reliability, and maintainability of the 
equipment. However, one would often like to have some idea of the cost of the 
various alternativesr since this would supplement the information on passenger 
dependability performance and thus provide an enhanced analysis of the 
comparative strengths and weaknesses cf each alternative. To that end, we have 
developed a cost module which computes the annual costa relevant.to fare 
collection dependability (these include equipment acquisition, spares provision, 
equipment operation, and scheduled and corrective maintenance). The module 
accepts input data on equipment acquisition costs, operation costs, discount 
rates, spares requirements, annual required scheduled maintenance, pay rates for 
repair personnel, and annual passenger volume, and uses these data, along with 
data previously supplied to the model, to calculate specific and total 
annualized costs at the station under considera-tion. The module thus makes 
possible such analyses as cost/performance evaluations, sensitivity assessments 
of costs to changes in specifications, tradeoffs between cost and performance, 
and tradeoffs between different types of costs. 

6.1 Module Description 

Among the large variety of costs incurred in operating a transit system, five 
types play a role in fare collection dependability analysis: 

Capital costs 

equipment. 

This represents the price to acquire the fare collection 
It includes the direct cost of the equipment itself, as well 

as the costs of financing, specification development, pr~curement, 
delivery, installation, etc. 

Spares costs -- In order to assure having enough functioning equipment 
available for adequate operation, one must have more equipment on hand 
than required for service, with the excess kept as spares to replace 
units which fail in the field. Spares cost is the co~t of this extra 
equipment. ·The requirement for spares is stated as a given percentage of 
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the number of field units, and so spares cost will be a ~imilar 
percentage of the capital cost. 

Operating cost -- This is the cost to operate the fare collection 
equipment. It consists of such costs as energy, media (such as tickets 
or tokens), routine service other than maintenance (such as ticket 
filling, ticket removal, coin-change filling, or revenue removal), etc. 

Scheduled maintenance -- The equipment must be maintained periodically to 
keep it in good operating order. Often, such maintenance is required to 
keep valid the warranties on the equipment, and in any event it will tend 
to enhance equipment reliability, thus improving performance and 
decreasing repair costs. 

Correct! ve maintenance -- This is the cost incur-red to 1•epair equipment 
which fails while in service. This cost, mainly for personnel, transportation, 
and parts~ clearly depends on the reliability and maintainability of the 
equipment, as well as the number of units and passenger demand at the station. 

Note that the above costs apply to a given type of fare collection equipment. 
If the analysis covers multiple service areas.(coin changers, ticket vendors, 
and gates, for example), there will be several sets of these costs, one for each 
type of service area. 

The cost module calculates annual costs of each of the above five types at the 
station under consideration. To obtain these costs, the following data are 
required (in addition to the information already provided to the dependability 
model itself): 

1. Acquisition cost per unit: 
The total price to acquire one machine unit of the fare collection 
equipment. 

2. Useful life of the unit: 
The number of years the unit will provide adequate service. After the 
useful life period has elapsed, one will expect to have to replace the 
unit, thereby incurring a new acquisition cost. 
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3. Discount rate (exclusive of inflation): 

The "time value of money"; the ratio of the value of one dollar now to 

the value of one dollar a year from now. The discount rate is used to 

convert acquisition cost, a single expense incurred at the start of the 

useful life of the equipment, to annualized capital cost, the equivalent 

annual expense. This conversion is necessary since the other costs in 

the module are provided and calculated on an annual basis. The 

annualized capital cost represents the annual repayment which would be 

required for a loan equal to the acquisition cost, with an interest rate 

equal to the discount rate and a repayment period equal to the useful 

life of the equipment. 

4. Spares ratio: 

The number of additional units to be bought as spares, expressed as a 

percentage of the number of units required for active service. 

5. Annual operating cost per unit: 

The co~t for energy~ media, routine service, etc., for a single machine 

unit for one year. 

6. Annual hours of scheduled maintenance: 

The number of labor-hours needed to perform the required scheduled 

maintenance on a single unit for one year. 

1. Hourly pay rate for repair personnel: 

The costs for repair personnel, including benefits, supplies, and 

overhead. 

8. Annual passenger volume at the station: 

The total volume of passengers passing through the fare collection area 

during the year. This determines the usage of the equipment, and hence 

th.e number of failures and consequent corrective repair actions. 

The five cost types are calculated from the above input data as follows (a 

dagger "t" indicates data from the dependability model itself, rather than the 

above data): 



I. Annualized Capital Cost 

where 

ACAP = ACQ * (r I (1-(1+r)-t)) * (n) 

ACQ 

r 

t 

n 

= 
= 

= 
= 

acquisition cost 

discount rate 

useful life 

number of units at the stationt 

II. Annualized Spares Cost: 

SPRS = s * (ACAP) 

where 

s = spares ratio 

III. Operating Cost: 

OPER = n * (UOPR) 
wher'e 

UOPR = annual operating cost per unit 

IV. Cost of Scheduled Maintenance: 

SCHD = h * n * w 
where 

h = annual hours of scheduled maintenance per 

unit 

w = pay rate for repair personnel 

v. Cost of Corrective Maintenance: 

CORR = (VOL) * (p) * (1/MCBF) * (MTTR) * (w) 
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where 
VOL = annual passenger volume at station 

p = passenger split; i.e., percentage ·or total 

passengers who use the service area 

containing the equipment under consideratiort 

MCBF = Mean Cycles Between Failures t 

MTTR = Mean Time To Repairt 

6.2 Sample Cost Analysis 

To demonstrate the cost module, we have carried out sample runs based on the 

full-system example in Section 5.2. The cost and other additional data 

necessary for the cost module are based on cost information for the faregates at 

the Metropolitan Atlanta Rapid Transit Authority. (The numbers used in these 

examples, however, represent hypothetical situations and therefore do not 

reflect actual costs at Atlanta. In fact, it is because these are hypothetical 

situations that we can reasonably combine the Atlanta-based cost data with the 

Miami-based performance and demand data.) 

The passenger arrival and processing rates, the number of gate units, and the 

gate reliability and maintainability are the same as those provided for the 

ful1-system example. To recapitulate, these values are: 

Passenger arrival rate 

Passenger processing rate 

Number of machine units 

Reliability 

Maintainability 

= 5400 passengers/hour 

= 1350 passengers/hour 

= 5 

= 1000 MCBF 

= 0.8 hours MTTR 

Percentage of passengers using gates = 100% 

The cost and other additional data are: 

Acquisition cost 

Useful life 

Discount rate 
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= 10 years 
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Spares ratio = 5.5% 

Annual operating cost = $4100/unit 

Annual hours of scheduled maintenance = 36 hours/unit 

Pay rate for repair personnel = $15.66/hour 

Annual station passenger volume = 2,448,000 passengers/year 

Eight cases are considered in these sample analyses: 

1. The base case, with data as shown above (this case is equivalent to Case 

4 in section 5.2). 

2. An extra unit is added. 

3. A minor improvement increases the reli~bility to 1667 MCBF, while 

increasing the acquisition cost by $1000. 

4. The scheduled maintenance is doubled to 72 hours annually, and the 

equipment reliability improves so as to keep the total annual costs 

unchanged from the base case. 

(Cases 5-8): The following reliability improvements occur, and the 

acquisition cost increases so as to leave total annual costs unchanged from 

the base case. 

s. The reliability improves to 1667 MCBF (as in Case 3 above). 

6. The reliability improves to 3000 MCBF. 

7. The reliability improve~ to 10000 MCBF. 

8. The reliability improves to 3000 MCBF, and the useful life improves 

15 years. 

The results of the analysis are as follows (underlined values represent the 

answers sought in each particular case): 

to 



Spares ratio = 5.5% 

Annual operating cost = $4100/unit 

Annual hours of scheduled maintenance = 36 hours/unit 

Pay rate for repair personnel = $15.66/hour 

Annual station passenger volume = 2,448,000 passengers/year 

Eight cases are considered in these sample analyses: 

1. The base case, with data as shown above (this case is equivalent to Case 

4 in section 5.2). 

2. An extra unit is added. 

3. A minor improvement increases the reliability to 1667 MCBF, while 

increasing the acquisition cost by $1000. 

4. The scheduled maintenance is doubled to 72 hours annually, and the 

equipment reliability improves so as to keep the total annual costs 

unchanged from the base case. 

(Cases 5-8): The following reliability improvements occur, and the 

acquisition cost increases so as to leave total annual costs unchanged from 

the base case. 

5. The reliability improves to 1667 MCBF (as in Case 3 above). 

6. The reliability improves to 3000 MCBF. 

7. The reliability improves to 10000 MCBF. 

8. The reliability improves to 3000 MCBF, and the useful life improves 

15 years. 

The results of the analysis are as follows (underlined values represent the 

answers sought in each particular case): 

to 



Case 2 3 4 5 6 7 

Reliability (MCBF) 1000 1000 1667 1100 1667 3000 10000 
Number of gate units 5 6 ~ 5 5 5 5 
Sched. maintenance 
hours 36 36 36 72 36 36 36 
Useful life (years) 10 10 10 10 10 10 10 
Acquisition cost $33000 $33000 $34000 $33000 $47300 $56900 $65200 

Annual Costs 
Capital $26853 $32224 $27667 $26853 $38489 $46301 $53005 
Spares 1477 1772 1521 1477 2116 2546 2918 
Operating 20500 24600 20500 20500 20500 20500 20500 
Scheduled Main-
tenance 2819 3383 2819 5638 2819 2819 2819 
Corrective 
maintenance 30688 30668 18398 27880 18398 10223 3067 

Total annual costs $82317 ~92647 ~70905 $82348 $82322 $82389 $82359 

Mean passenger delay 34.1 2.6 14.2 25.6 14.2 6.6 0.5 
(seconds) 

From the above analyses, one can draw a number of conclusions: 

(Case 1) The base case shows a very high mean passenger delay (this 
delay, of course, is the same as Case 4 of section 5.2). Some action 
needs to be taken to reduce delay. Furthermore, because of the low 
reliability, the corrective maintenance costs are quite high; in fact 
they are of the same magnitude as the capital and the operating costs. 
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10223 

$82366 

6.6 

(Case 2) By adding a sixth gate unit, the mean passenger delay drops off 
sharply, becoming virtually insignificant. However, the total annual 
costs rise by some $10000, or 12.5%, mostly due to increased capital and 
operating costs. Despite the greater number of machines, corrective ... 
maintenance costs remain the same, since each machine handles fewer 
passengers (the corrective maintenance cost is unchanged because it 

l 

depends on total annual failures at the statiou, which in turn depends on 
machine reliability and total passenger volume, both of which are · 
unchanged from Case 1). 

49 



(Case 3) The minor equipment improvement is definitely worthwhile at a 
cost of $1000. In fact, not only does the mean passenger delay decrease, 
but total annual cost decreases as well, since the savings in corrective 
maintenance cost due to fewer failures outweigh the increase in capital 
and spares cost. Case 3 thus represents not a tradeof~ from Case 1, but 
in fact a clear improvement. 

(Case 4) From a strictly cost standpoint, a doubling of the scheduled 
maintenance effort is worthwhile if it yields at least a 10% increase in 
reliability. However, such a small reliability increase still leaves a 
large mean passenger delay. 

(Case 5) The minor improvement of Case 3 represents a clear advancement 
even at costs more expensive than $1000, up to a cost of $14,300. 
Therefore, the conclusion of Case 3 will hold up even against severe cost 
overruns. 

(Cases 5,6, and 7) As the equipment reliability improves, the corrective 
maintenance costs decrease. One can therefore sustain increased 
acquisition costs in order to obtain this improved reliability and still 
have the situation of better passenger dependability for the same or 
lower cost. This situation of absolute improvement holds as long as the 
acquisition cost remains below a given cutoff figure, which is plotted in 
Figure 9 against the associated equipment reliability (for acquisition 
costs above this figure, the situation becomes a cost/performance 
tradeoff rather than an absolute improvement). For an improvement in 
reliability from 1000 MCBF to 1667 MCBF (a range of improvement possibly 
achievable by a small enhancement or retrofit), the acquisition costs can 
increase by up to 43% while still yielding an absolute improvement. For 
an improvement in reliability from 1000 MCBF to 3000 MCBF purchase of new 
or replacement equipment), the acquisition costs can increase by up to 
72%. For an improvement in reliability from 1000 MCBF to 10000 MCBF (a 
range of improvement which likely would need an advance in the state of 
the art compared to the equipment used in the base case), the acquisition 
costs can increase by up to 97%. 
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Note that the acquisition costs increasing by more than the given limits 
for the specified reliability does not imply that the improved equipment 
would not be a better buy than the base-case equipment. Rather, it would 
simply imply that total annual costs would increase. Since the mean 
passenger delay is significantly better for the improved equipment (the. 
decreases in delay are 67%, 85%, and 98%, respectively, for the three 
cases), the additional annual cost could in fact be worthwhile. The 
analysis in this case would show the tradeoff between annual cost and 
mean passenger delay, and thus facilitate the decision between the two 
choices of equipment. 

(Cases 6 and 8) In order to obtain an increase in the usef~l equipment 

life from 10 years to 15 years (assuming an equipment reliability of 3000 
MCBF), it is feasible to spend up to a 24% increase in the acquisition 
cost. Since the equipment reliability and hence the mean passenger delay 
is unchanged, this does not represent a tradeoff between cost and 

dependability, but rather a clear improvement or worsening of the current 
situation, according to whether the acquisitiGn cost increases by less or 
more than 24%. 
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7. SUMMARY AND FURTHER DEVELOPMENT 

In this report, we have discussed the concept and importance of fare collection 
system dependability analysis, as well as the types of such analyses and their 
uses to transit systems. Analysis software consisting of simulation and 
analytic queuing models has been developed to assess the performance and cost of 
fare collection systems. Sampl~ analyses based on data derived from actual 
transit systems have been presented to demonstrate the use of this software for 
fare collection system analysis. (If these sample analyses had been those of an 
actual transit system, such a system would have realized that they could reduce 
their reliability specifications by nearly an order of magnitude with little 
degradation of performance, and also implement a reliability-improving retrofit 
while recouping the expenditure involved through lower corrective maintenance 
costs.) 

This report and the accompanying software fulfills the development of the fare 
collection performance model. However, the modeling effort is really not 
complete until transit systems can actually use the model to carry out their 
fare collection system analyses. The next step, therefore, is to facilitate the 
use of the model by transit operators and planners. Towards this end, we shall 
enhance the model's efficiency and user-friendliness, and demonstrate the model 
by applying it to current fare collection planning efforts. This includes the 
following activities: 

User-friendliness 

Improvements in model efficiency 
Interactive menu and query system for users 
Graphic output 

User's manual 

Obtaining of comments and feedback from potential transit users 

Model Demonstration 

Support of fare collection system planni~g and design efforts 
Implementation of models at existing transit systems 
Holding workshops and conference presentations on the model and 
its use 



APPENDIX 

PROGRAM LISTINGS FOR FARE COLLECTION 
DEPENDABILITY ANALYSIS MODELS 



A.1 LISTINGS FOR SIMULATION MODEL 

Main Program MAIN. 

Subroutines 

DFTIME 
QUEUE 
BRAKDN 
RANDO 
BEGIN 
INPUT 
ENDING 
CSTMOD 
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CO~MON/Sl/DEP(3,500),NCUST(3),PASS(31 500) 1 ,TuLAY(3,500) 1 FUNIT(3 1 50C) 
COM~UN/S2/ARRTM(3 1 500),NQUEUE(3),PASQ(3,500) 

1 ,T~LAYQ(3,50~),FUNlTQ(3,S00) 
COMHOK/S3/REP(3 1 30) 1 NDOWN(3) 
CO~MON/S4/l51 1MULT(lOOO),IQUE(lOOO~,IIJNJT(1000),ILOC2(100G) 
CJM~ON/S5/NM,ARRAT£,NARR,SRVBAR,MCBF,RPR8AR,TIMEND1DLYMAX 1 ,PRTIM,lLT1 PROB 1 !$EED1 LAST 1 ICOST1 IPRINT 2 ,CUNIT,LifE,DISCRT,SPlRES,OPER,HRSMNT,WRATE,PASSYR 
DTMS~SION LABEL(5),LSTAR(51),QLSTAR(l01) 
!J P.JC:f'..SI ON CUN IT ( 3) ,L !FE ( 3) 1 SP ARES ( 3 )1 OP ER ( 3), HRSHNT( 3) 
PIM~~SION WRATE(3) 1 COST(3,6) 1 QLPROB(500) 
1~TSGER QLDIST(3,0:50C) 
I ~;T E:GER P ASSYR 
l~T~GER PASS,PASQ,AUNIT,FUNIT,FUNITQ 
INTEGER WUE,QL(3),BL1Nk,STAR,QSTAR1 QLSTAR,COUNT(3),NM(3), 1 ?~INT,MULT(3),UNE1FROHWRrUNIT1 MCUF(3) 1 NP2(3) 1 NPASS(3) INTEGEH PE~IOD1 RPT 
~~~L LOSSPk(3), TOTQL(3), PR09(3),RPHBAR(3) 1 TOTDLY(3) 
PSAL WLDAR(3), S~VbAR(3) 1 SRVRTE(3) 1 DLYBAR(3) 
DATA LABEL/.ARKiv•,wDEFR!','RPAIR',.BRKDN•,•coNTN'/ Dh1A fRUMWH/0/,0NE/1/ 
Dl7' ~~UNlT/3/,HL~NK/' •t,STAR/'-'/1 QSTAR/'#'/ 

C HE. ~lJ H THE UE'UT TliROUGH SUBF:OUTINES BEGIN AND INPUT c 
20 C f.LL R~:GI 'l( FkOr-1\'IIH, N~~, ARR! Tf, NARR,SRVBAR,MCBF 1 RPRBAR, 1 TIMSND,ULYM~X,PRTIM,ALT,PROB,ISEED,PRINT,NMUNIT,CUNIT 2 ,LlfL,DISCRT,SfA~SS,OPER,HPSMNT,~RATE1 PASSYR1 ICOST,IPRINT) ~ -----------------------------------------------------------------------c 

,.. ... 

c 
c 
c 
c 
c ,.. ... 

c 
c 
,.. 
·~ 

c ,. 
.... ,.. 

c 
c 
,, 
c 
c ,. .. 
c 

~•;JS'f tl~· T:-:s !N?U'I VARHBLES (~'t-l,AR?.ATE,lH.RR,SRITBAR,MCBF, 
kP~~~~,rl~E~D,DLY~AX,~DTIM,ALT,PROB,IS!ED), AWE LISTED P• Si.li.·ROiJTINE •Et:GihJ'. 

:r· ?:: ~ A.·t;·. 

R ~P« 

i·: ;.~.!<!-1Ai-' 

' ~. itf~ T'" ·' 
1 hLBK 
R f. ~1'. 
l C!lUrJT 

I~ D!::U.'f' 
;.( r: :.i-' 
R D l:'fJ] 

? DLYU.!i 
i< [j 'i' p.,t; 
1 IS ll S~\ 

Lt.(f.L 

I L?:VEl'iT 
I I.UC 
1 LOCl 
I LOC':? 

NEXT Af<2I'!AL 
M~AN lkRIVAL TIMF I~ SECONDS 
ARR tv AL Tit-! F. 
~LANK VALUE FOk GRAPHS 
2500 RANDOM ~UMB!RS FOR BREAKDOWNS 
IN CONJUNCTION W!TU 'MULT'1 AIDS IN PRINTING THE QUEUE LEN~TH GRAPH EVERY 10 SECONDS 
DELAY THJE 
I.H:P J.RTURE ARid. Y 
~EXT DEPARTURE-IS USED otfLY FOR PRINTING PURPOSES 
A~D DOES NOT FIGUR~ INTO AN~ CALCULATIONS 
~1 E:. 1J D £ L H 
DEPARTUR~ TI~E FOR THAT PftSSENGER 
DETE~~INES IF AN AP~IVAL, ogPARTURE OR REPAIR SHuULD BL PROCESSED NEXT (VALUES ARE 1, 2 OR 3 
~ITH 0 AT TH~ START) 
ALPIIAHF.TIC ARRAY OF TITLES FOP THE CURRENT 
PRUCEDUR£.: 
LAST F..:VENT 
L8CATION OF •*' WITHIN GRAPH TO ag PRINTED ON UNIT 4 LOCATION Of •#• ~!THIN GRAPll TO BE PRINTED ON UNIT 7 LOCATION OF 't' wi~~IN GRAPH TO BE PRINT~D ON UNIT 5 
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c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c ,. 
.... 
c 
c 
c 
c 
c 
c 
c 
c ,. 
.... 
c 
c 
c 

1 
H 
I 
I 

I 
1 
J 
I 
1 
1 
1 
1 
I 
i{ 

l 
'Y ... 
I 
~ 
,;: 

k 
r-: 
~~ 

F 

J 
R 
~: 

~ 

' ' 

LOSS 
LOSSI-'R 
LSTh! 
~lUL'f 

NCUST 
~-<:OUI<'\ 
~.,!UNIT 
(I(P.l 

' .. 
ti?ASS 
N~U}:IJE 

NS~-oTCH 
I:'F.:})IiJO 
~~ l. 
\JLB M: 
QLSHR. 
QS'l ~.;... 

l.iUt. 
f.!"'P ... 
~· !~Pl 

FtPF 
h?1 J :iE 
S Lr~vt ~1 
SP.\:PTE 

::;u:.: 
T !~It. 
T ·J'l'!lL Y 
T!IT·xL 
li .; IT 

15="• 
I·~fJ~X=O 

J=\.J 
K=O 

LOSS OF SERVICE 
LOSS U~ SERVICE PROBABILITY 
G£aPH r OR UNIT 4 
lN ~ONJUNC110N ~TTH •couNT', AIDS IN PRINTING THE 
UUEU~ LENGTH GRAPH EVERY 10 SECONDS 
NU~B~R OF CUSTCME~S-ONLY USED IN SUBROUTINE ·oPTIME' 
~U~H!R OF BREAKDOWNS-ONLY USED IN SUBROUTINE •aRAKDN• 
tnJM BE:!\ OF UNI'l'S 
PASSENGER NUMBE~ - USED IN MEAN QUEUE LENGTH 
PASSENGER NUMBER-INVOLVED IN MEAN DELAY 
NUMBER IN QU~UE-GNLY USED I~ SUBROUTINE 'QUEUE• 
A S~ITCH USED IN SETTING NEW ARRIVAL RAT~ 

P~RIOD FOR THE QUEUE LENGTH GRAPH (USUALLY 10 SECONDS) 
QUEUE LF.NGTH IN SE~VIC~ OR WAITING 
M~AN QUEUE LENGTH 
GPAPH FO~ UNIT 5 AND UNIT 7 
t VALU8 FU~ GRAPHS 
USED FOR PLACEMENT Of # IN GRAPHS 
REPAIR t.RRAY 
N~XT REPAIR-THIS VARIABLE IS ONLY USED FOR PRINTING 
PURPOSES AND DOES NOT FIGURE INTO ANY CALCULATIONS 
ARRAY OF RANDOM NUMBERS fOR BREAKDOWNS 
i\F.P h 1 R T HiE 
SERVICr: TIME 
SERVICE RUE-EIIC!l 'lACHINE SERVES X NO. OF PASSENGERS 
n:R HOUR 
* VALUE FOk GRAPHS 
TIME MINIMUM, TI~E ARRIVAL 
TO'l' AL r::u,Y 
TOTAL QUtUE LE~GTH 
THE \UkBE~ OF UNITS (DR TYPES OF MACHINES); 
CURR~~TLY D~FINEt lT 3, BUT TO RETURN TO A SINGLE 
U~IT, JUST GivE AN A~21V~L PROBABILITY OF 1.0 FOR 
UNIT 3, ~NL TH~ CTHER 2 UNITS ~ILL NEVER B~ USED 

Dn 45 UNIT=l,NMUNIT 
NCUST(UN!T)=O 
b;)lH::U!::( :Jf';IT ):0 
NDOl'lN( ll NIT)= tJ 
NPASS( UNIT):{J 
!..!L(U~IIT)=O 
t<p~(UNIT)=O 

TOTDLY(UNIT ):0. 
'l':JTrJL( U l'flT)=O. 
ftiULT(UN-lT)=O 
CUU~n(UNIT)=O 

Df.:I-{ UNIT, 1)=1. t;9 
~ ;.: !> ( II N I T, 1 ) = 1 • £ 9 
LOSSP~(UNIT)=MCHF(UNIT)/FLOAT(MCBF(UNIT)-1) 

DU 45 J=O,:.>OO 
~LLJST(UNIT,I)=O 
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45 c nr; T n. u E 
c 
C GET RANDOM NUMRE~ GENEHATOR STARTED c 

IF(lSEED.EQ.99999)GO TO 51 
c•LL HtNDU(lSEED,IXl,R) 
CALL RANDU(ISEED+401 IX2,S) 
C~LL RAkDU(ISEE~+80 1 1X31 S) 
ClLL RANDU(ISEED+120,IX4,S) 
C~LL RANUU(ISE£D+lo0 1 IX5,S) 
c;o ro 52 

51 TYI-'E: 51.2 
512 For~AT{' ENTER LAST kA~DOM NUMBER SEEDS FROM PRIOR RUN'/ 

1 7X.{FIVE INTEGER VALUES; ON ONE LINE SEPARATED BY SPACES)•) 
ACCEPT 5ll,!Xl,IX21 IX3 1 IX41 IX5 

511 i"IJl.MAT(51) 

c 

CALL RANDU{IX1 1 IY1 H) 
lXl =I 'i 

C D~~~aMI~E fiRST ARRIVAL 
c 
52 ~~~bAR=3oOO./~RRATE 

AR~=-ARRBARwALOG(l.-R) 
c 
C cn~PUTE SEPVTCE RATE 
c 

,. 
.... 

~0 44 UNIT=l 1 NMUNIT 
5~~RTE(UNIT)=l.E9 
IF(S2V3AR{UNIT).EQ.O.)GO TQ 44 
SRVkTE(U~IT)=3600./SRVBAq(UNIT) 
C:T;1'lt>JUE 

C I~ITIALIZE GkAPH ARRAYS ., 
.... 

5 

18 

302 

400 

480 

202 

490 

1 

1 

1 
2 

1 

DO 5 1=1, 51 
LST ~.d 1 )=f.tL A~J:o< 
r_,:"j F. !=1,1(;1 
c~t~:' ;..::. (I) =tiL .a.:~K 
,.,f..l Tt:(4,3u2) 
FO~~AT(lHl,• PASSNGR•,• AT ARRIVAL'1 2X'SERVICE',3X'DELAY•, 
/,~x,·u~JT•,4x,•TIME·,sx,•!JME',4X.TIME'/) 
~·:r<l T2( 71 400) 
iO~~AT(lHl,• PASS'1 2X1 'UNIT .,.ARRIVAL'1 2X.QUEUE./15X'TIME', 
4X,'LENGTH'/) 
FO~MAT(lHl,• TIHE',2~·GUEUE.,4X,'AT.,/7X'LENGTH UNIT.//) 
~RITE(6,202) 
FO~MAT(1Hl,2X•TIME•,• EVENT.,6X'NEXT',7X'NEXT',SX•NEXT' 
,4x·~u~ui~,JX'M~CHINtS ~T./19X'ARRIVAL•,2x•oEPARTURE' 
,2x·~sPAT~',2X'L~NGTH',2X,'IN SERVICE UNIT'/) 
wF-:1 TC( 8 1 490) 
fO~~AT(• DEPAkTURC',lJX•INITIAL.,3X'TOTAL•J 
3 x· T IMF:• ,5X •p ~.SSENGER ... ,4X'UNIT' ,SX'DELAY• /) 
fiiJ 1':1 LD=10,30,10 
L;l4=L!:I+4 
LC7=LD+7 
LD8=L0+8 
~o,ru TE( L.iJ4,302) 
til1 ITI::(LD7, 400) 
WRITE(LD8 1 49v) 

19 COt:.-riNUE 
c 
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C Pk!NT nUT GRAPH HEADI~GS FOR INTERACTIVE GRAPHS c 

c 

If(~RTNT.EQ.~) TYPE 1302 
1302 fO~MAT(lHl,• PASS AT A~RIVAL SERVICE DELAY ' 1 / 1 1 ' UhlT TIM~ TIME TIME '/) 

If(P~INT.EQ.7) TYPE 1400 
1400 FORM~T(lHl,' PASS UN ARRIVAL QUEUE',/ 1 11X,'TIME LENGTH'/) IF(P~INT.EQ.5) TYPt 14~0 
1480 F:Jt!•~IAT(lHl,• Tit-tE QUEUE AT .. ·,/,7.X,•LENGTH UNIT .. /) 

1F{PRINT.~~.6)TVPE 202 
lF(PRINT.EQ.d)TYPE 490 

C STh~T SIMULATION 
c 
C ~HEN I~DEX = 11 DO ARRIVAL 
C ~H~~ I~DEX = 2, DO DEPARTURE 
C l'iliE.n Ii'iDE>.. = 3, !iO REPJLIRS c 
9 LEV~NT=IND~X 

c 

r:~D t:.A=2 
C=AMI~l(DEP(l 1 1) 1 DEP(2,1) 1 DEP(3 1 1)) R=AMIN1(HEP(11 l),REP(21 1) 1 PEP(J,l)) 
IF(~RR.LT.D)INDEX=l 
T 'H 'J= ~ .• \! Jli 1( ll.RR, D) 
IF(R.L~.TMIN}INDEX=3 
T~J~=AMINl(R1 TMlh) 

C DkA~ A U~IT FUP THS FIRST P~SSENGER TO ARRIVE AT C NDTt ThtT THIS SEC!In\ IS ONLY USED ONCE AT THE VERY BEGINNING 
IF(L~V~~T.GT.O) GO TO 42 
C~LL RANDU(IX2,IV1 5) 
I¥.2=lY 
rJ!i NIT= 1 
l~(S.GT.PRUb(l)) ~UNIT=2 
IF(3.CT.PROE(l)+PR88(2}) NUNIT=3 
i; .\l'f=~W ~;I'!' 
G:'l TJ 43 

C THIS UNIT IS THE ON[ ASSOCIATED WITH TMIN 
42 wa '!'=1 

lf(T~DlX.tw.l) UNtT=NUNIT 
IF(J~DEX.Ey.2.AND.D~P(21l).LT.DEP(l,l)~AND.DEP(21 l).LT.DEP(3,1)) 1 UNIT=2 
1F(JNDEX.EQ.2.AMD.DEP(31 l).LT.DEP(l 1 1).AND.DEP(31 1).LT.OEP(21 1)) 1 UNIT=3 
IF(I~~EX.EQ.3.AND.REP(2 1l).LT.REP(l,l).AND.REP(2,1).LT.REP(31 1)) 1 UNIT=2 
IF ( UD EX. El.l. 3. A'JL. HEP ( 3,1) .LT. REP ( 1,1) .AND.REP (3,1 ).LT. REP (2,1)) 1 llfiiT=3 

43 D~Pl=D~P(UNIT,l) 
lf(UEP(UNIT 1 l).GT.9.!8)DEP1=0. 
REPl=R~P(IJNIT,l) 
lf(~SP(UNIT,l).GT.9.£8)R~Pl=O. 
If(l~DEX.EQ.l)TOTQL(UNIT)=TOTQL(UNIT)+.S*NARR*(NARR-1) 1 •NARR*QL(U~IT) 
~DlT£(ti 1 20l}TMIN1 LAB~L(lNDEX),AHR1 DEPl,REPl,QL(UNIT),NM(UNIT) 1 ,TJNI1' 
IF(PRINT.EQ.6) TYPE 2011 TMIN,LADEL(INDEX) 1 ARR 1 DEPl,REP1, 1 QL(UNIT), NM(UNIT),UNIT 

201 FOR~AT(1XF6.1,2XA51 3XF7.1 1 4XF7.1,2.XF7.1,4XI4,5XI4,5X,I4) c 
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C IS IT TIME FOR THE SIMULATION TO END? c 
If(~MIN.GT.TIMEND)GO TO 4 c 

C IS IT Tl~E FOR PRINTING A •coLUMN• OF THE QUEUE LENGTH GRAPH? 
C T~IS IS A SAMPLING GRAPH, THAT IS, IT PRINTS EVERY.lO SECONDS c 

PER!O[,=lO 
JF(TMIN .LT~ MULT(U~IT))GO TO 500 
lf{L~VENT .EQ. 0) ~UE=GL(UNIT) 
IF(L~VENT .EQ. 1) QUE=QL(UNIT)-1 
lf(QUE.EQ.-l)QUE=O 
IF(LE\'C:;~T .EQ. 2) QUJ::'=QL(UNIT) + 1 
IF(LEVENT .EQ. 3) QUE=QL(UNIT) 
IF((TMIN-MULT(UNIT)) .L!. PERIOD) GO TO 510 

515 LOC2=MINO((QUE + 1),101) 
QLST~~(~OC2)=QSTAR 

c 
C TilE MA XP1UM NUMBER OF CHARACTERS FOR THIS GRAPH IS 55 c 

IF(PRINT.EQ.5.AND.LOC2.GT.55) QLSTAR(55)=QSTAR 
1 I=r-H NO ( LOC2, 55) 
IF(PRI~T.EQ.5) TYPE 1520, ~ULT(UNIT),QUE,UNIT, 

1 (~LSTA~(IJ) 1 JJ=l 1 II) 
1520 FORMAT(1X,I5,1X,T4,2X,I2,2X,SSA1) 

IF(PRINT.EQ.5.AND.LQC2.GT.55) QLSTAR(55)=BLANK 
IF(NMUNIT.EQ.l)GO TO 91 
!5=15+1 
IMULT(15)=~ULT(UNIT) 
lQIJE( IS )=(~UE 
1 U HT (I 5 l=U !lilT 
ILOC2(IS)=LOC2 

520 fO~~AT(lXI4,2(3X,l4),31101ll) 
~1 QLS1AR(LOC2)=BLANK 

COUNT(UNIT)=COUNT(UNIT) + 1 
KULT{UNIT)=COUNT(UNIT) * PERIOD 
IF((T~JN - MULl(U~lT)) .GE. PERIOD) GO TO 515 

510 LUC2=Ml~0((QU~ + 1)1 101) 
IF(N~V~IT.EQ.l)GU TO 92 
1!5=15+1 
1~U~T(l5)=~ULT(UN1T) 
Iq 1J~(I5 )=QUE 
TIJNIT(I5)=UNIT 
ILUC2(I5)=LOC2 

~2 QLSTAR(LOC2l=QSTAR 
lr(PHINT.E~.5.AND.LOC2.GT.55) QLSTAR(55)=QSTAR 
1 I=~-1INO(LUC2 1 55) 

c 
c 
:; 00 

IF(PRINT.EQ.5) TYPE 1520, ~ULT(UNIT)1 QUE1 UNIT, 1 (QLSTAR(IJ) 1 1J=l1 II) 
lF(PkiNT.~Q.5.A~D.LOC2.GT.55) QLSTAR(55)=BLANK 
QLSTAR(LOC2)=BLANK 
COU~T(UNIT)=CUUNT(UNIT) • 1 
~ULt(U~IT)=COUNT(UNIT) * PERIOD 

DET~RMIHS IF TH~ CHANGE IN ARRIVAL TIME IS TO BE MADE 

!F(TMI~.LE.P~TIM)GO TO 8 
IF(NSWTCH.EQ.l)GO TO 8 
NSwTCH=l 
AR?.ATF:=I.LT 
ARk~AR~3600./ARRATE 

A-9 



~RITE(4,31C)P~TIM,NlRR,ARRATE 
lF(PRINT.EW.4) TYPE 310, PRTiq,NARR,ARRATE 310 FQRMAT(//• THE SIMULATIO~ HAS NO~ COVEREo•,Fs.o,•sECONDS. 1 ARRIVALS ARE Ih G~UUPS oF•,I4,.AT A RATE OF•,Fs.o,•pER HOUR') c 

8 GU TO (11 21 3) 1 INDEX 
.c 
C GENE~ATE ~~XT ARRIVAL c 
1 CALL RANDU(IXl,IY,S) 

IXl::IY 
ARR=ARR-AP.P.BAR*ALOG(l.-S) c 

C GBNtRATh UNIT FOk NE~ ARRIVALS AFTER CURRENT ARRIVALS HAVE C 9£E~ P~uCESSED 
c 
C NUT~ THAT IF ~ARR (NUMRER OF ARRIVALS) IS GREATER THAN 11 C F:ACti ARRTVAL WILL STILL TAKE PLACE AT THE SAME SERVICE UNIT c 

c 

C~LL RANDU(IX2,IY,S) 
IX2=1Y 
f>U~~TT=l 
IF(S.GT.PROB(l)) NUNIT=2 
IF(S.GT.PROR(1)+PPOB(2)) ~UNIT=3 

C P~OC£SS AN~IVALS IN GROUPS 
c 

c 

c 
c 
c ,. 
" c 
c 
c 

DCJ 11 I=l,NAli:P 

THIS IS O~E Uf ThO PLAC~S WHER~ •NP2' IS INCREMENTED; r: IS A~ EXAC! COUHT UF THE NUMSER OF ARRIVALS AT EACH UNIT. 
Wh~N THIS NUMHER IS PRINT~D OUT AT THE END, REMEMBER T:d\'l ALL OF TliF.:M ~·1H t..U'f i>E PRIN'!'ED OUT I~ THE D~TAILED 
SUM~AkiES Of, FOR EXAMPLE, REPORT 3. THIS IS BECAUSE 
'T';s F:\' GJT PUT IN THE l.RP.JVAL QUEUE (ARRTt-!) AND WHEN •tMIN"' 
~!1 :' Trtr: CUTOFF TJ"'t:, Til£\' i~EP.:: tEf'T HANGING IN THE QUEUI:.. 

t~?'l'=t-.PT+l 
1'L!F.:LAV=O. 
lf(NPT/500*50D.~U.NPT)1YPE 997,NPT 997 rO~M~T(lXI4~· PASSENGERS HAVE ARRIVED"') liP1(UNIT)=NP2(UNIT) + 1 
LOCl=MINO((QL(UNIT)+l) 1 101) 
QLSTAR(LOCl)=QSTAR 
~?lTE(7,401)NP2(UNIT) 1 UNIT1 TMIN1 QL(UNIT) 1 (QLSTAR(11}1 1I=l1 LOCl) !H~L=QL (UN! T) 
~LiliST(U~IT,NQL)=QLDIST(UNIT,NQL)+l IF(PRINT.EQ.7.AND.LOC1.GT.49) QLSTA~(49)=QSTAR I I= ~UNO (LOC1,.49) 
JF(PHINT.EQ.7) TYPE 1401,NP2(UNIT),UNIT,TMIN,QL(UNIT), 1 (QLSTAR(IJ),IJ=l,II} 

14C1 fO~~AT(lX1 151 I2 1 1X1F7.1,1Y.,I41 lX1 49Al) lF(PRINT.EQ.7.AND.LOCl.GT.49) QLSTAR(49)=BLANK LD=7+10*UNIT 
IF( NHU NI T.GT.l) WRITE (LD1 401 }NP 2 (UNIT), UNIT, TMIN, QL(UNIT) 1 1 (QLSTAR(II) 1 II=l1 LOC1) 

401 FOR~AT(lXI4,1X,I4,3Xr7.1,3XI4,3Xl01Al) 

c 

QLSTAR(LOCl)=RLkNK 
IF(QL(UNIT).GE.UM(UNIT))GO TO 12 
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C GEN~RATE SERVICE TIME 
C NO DELAYS FOR THESE ARRiVALS 
c 

c 

CALL RAnDU(IX3,IY,U) 
H3=IY 
SS~VTM=-SRVBAR(U.IT)*ALOG(1.-U) 

C NO uCLAVS FOP THESE ARRIVALS 
c 

DTlM~=TMIN+SERVTM 
DSLAY=O. 
~PASS(U~IT)=~PASS(UNIT)+l 
LSTAl<(l)=STAR 
TOTDLY(UNIT)=TOTDLY(UNIT)+DELAY 
WH1TE(4,30l)NPASS(UNIT),UNTT1 TMI~,SERVTM1 DELAY1 LSTAR(l) 
lf"(PR HiT. t.Q. 4) TYPE 13011 NP .ASS( UNIT), UNIT,TMIN1 SERVTM, 

1 L:L~Y,(LSTAR(IJ),IJ=l,l) 
1301 FQ~~AT(1X,I51 I2,3F6.11 1X,39A1) 

Lf1=4+10*UNIT 
IF(~MUNIT.GT.l)WRITE(LD1 301)NPASS(UNIT) 1UNIT,TMIN,SERVTM 

1 ,n~L~Y,LSTAR(l) 
301 FOhMAT(lXI5,2X1 I41 2X 1 3F8.1,2X51Al) 

,. .. 
c Pll '!.' 
c ·rH e; -... 
12 
11 

I..ST.A~:(l )=BL.A(IiK 
CALL 9PTIME(1,DTIM~,NP!,,DELAV8 UNIT1 UNIT) 
GO TJ 11 

AN AP~IVAL INTO TH~ QUEUE BECAUSE THE QUEUE EXCEEDS 
~U~bEk Of AVAILABLE MACHI~ES FOR THAT UNIT. 

CALL QURUE(1 1 TMIN,NPT,TDELAY 1 UNIT1 UNIT) 
YL(~NIT)=~L(UNlT)+l 
en TO :t 

~ (,;L (II ~I IT) =QL ( lHHT)-1 

c Til!S IS l'HE r;NLY LIEr'AP.TUPE. TP~E THAT PASSENG~RS LEU~ THE 
n~~A~~U~~ TI~E ~U~UE 

IIH·.l.A Y=TtLA Y( UNIT,l) 
JFUNIT=fUNIT(UNIT,l) 
NPS=fl ~SS (UNIT, 1) 
CALL DPTIME(2,0.,0,0.,0,UNIT) 

C CH~CK WHETqER A BREAKDOWN HAS OCCURRED 

CALL RA~DU(JX4,IY,BRK) 
JX4=IY 
I..OSS=LOSSPH(U~JT)*BRK 
lf(LDSS.EQ.O)Gu TO 21 
1YPR 699 1 U~IT,T~IN 

d99 fUkMlT(5X.BPEAKDOWN AT UNIT.,I6,·, AT TIME ·,FB.l) 

c 

GENE~AT~ ~EPAIR TIME 

CALI.. RANDU(IX5 1 1Y1 RPR) 
JX5=IY 
hP1IME=TMIN-RPRBAR(UNIT)*ALOG(l.-RPR) 

C A M~CHINE E~TERS THE BREAKDOW~ QUEUE 



c 
CALL BRAKDN(1 1 RPTIME1 UN1T) 
NM(U~ITl=NM(UNIT)-1 

lF(NM(UNIT).LT.O) TYPE 995 
995 FOk~AT(• NM IS NEGATIVE. STOP.') 

If(NM(UNJT).LT.Q) STOP 10 
DEP1=D~P(UNIT1 1) 
If(D~P(UNIT1 l).GT.9~E8)DF.Pl=O~ 
WRITS(6 1 20l)T~IN,LAREL(4) 1 ARR,OEP11 REP(UNIT,l),QL(UNIT) 1 

1 N~(UNIT),UNIT . 
IF(PRINT.CQ.6) TYPE 201 1 TMJN,LABEL(4),ARR1 DEP1,REP(UNIT1 1), 

1 QL(UNIT),NM(UNIT) 1 UNIT 
GO TO 49 

21 IF(Q~(UNIT).LT.~~(UNIT))GO TO 49 
CALL RANOU(lX3 1 IY,V) 

c 

1X3=1Y 
S8RVTM=-SMVBAR(UNIT}*ALOG(l.-V) 
OTJME=TMIN+SERVTM 
D£LAY=TMIN-ARRTM(UNIF1 1) 
~PQ=PASQ(U~IT1 1) 
TQDLY=TDLAVQ(UNIT,l)+DELAY 
NPASS(UNIT)=NPASS(UNIT)+l 
LOC=~TNl((DELAY/DLY~AX*50.)+1.99 1 51.) 
LST~R(LOC)=STAR 

TOTDLY(UNIT)=TOTDLY(UNIT)+DEL'Y 
~:t~ TTE( 4,301) NP ASS( UNl T) 1 UNIT, ARR TrH UH IT,l) .1 SERVTM 

1 1 D~LAY 1 (LSTAR(II) 1 1I=l~LOC) 
IF(~PINT.EQ.4.AND.LOC.GT.3q) LSTAR(39)=STAR 
11 : l·l I:J 0 ( L DC I 3 9) 
1F(PRINT.EQ.4) TYP~ 13011 NPASS(UNIT),UNIT1 ARRTM(UNIT,l}, 

1 S"'J.<VP1, DELli 'i, (LSTAF ( IJ), I J=l,II) 
IF(P~I~T.~Q.4.A~O.LOC.CT.39) LSTAR(39)=BLANK 
LD=·'l+lO*UNIT 
If(~MUNIT.GT.l)~kiT~(LD,301)NPASS(UNIT),UNIT 

1 ,AN~TM(UNIT1 l),SERVTM 1 DELAY1 (LSTAH(II),II=l1 LOC) 
lS1A~(LOC)=BLAN~ . 
CALL DPT!NE(l 1 DTI~E,NPQ,TQDLY1 FUNITW(UNIT,l) 1 UNIT) 

CALL iJUEt1E(2,0.,C.,O.,O,UNI'T) 

C UC~OV~ A~ ARHIVAL FNOM THE QUEUS 
-.. 

c 

49 IFtU~IT.EQ.N~UNIT) GO !0 50 
U~IIT=UNIT+l 

DSPl=OEP(UNIT1 1) 
lf(DSP(UNIT1 l).GT.9.E8)DEP1=0. 
RPPl=REP(UNIT1 1) 
li(REP(UNIT1 l).GT.9.E8)P~Pl=O. 
~?1T~(b,2C1) TMI~1 LABEL(5) 1 lRR1 DEP1 1REP1 1QL(UNIT)1 

1 h~(UNIT), UNIT 
If( P~HiT. EQ. 6) TVPF; 201, TMI N1 LABEL (5), ARR1 DEP1,REP11 QL( UNIT), 

1 h~(UHIT) 1 UNIT 

C ThP.~f. HAS ~r.:EN .A DF::PARTURE AND NOW IT IS TIME FOR "THIS 
C CUSTOMS~ TO ~UVE INTO THE NEXT UNIT. HERE DEPARTURE TIME 
C IS THE NEXT ARPIVAL TIM~. TH!S IS STILL VARIABLE TMIN, 
C fiUT VAiUAULE ARR. 
c 

NPL(UNIT)=NP2(UNIT)+l 
LOCl=MI~O((UL(UNIT)+l),lOl) 

ULSTAR(LOCl)=QSTAR 
~RIT£(7,4C1) NP2(UNIT) 1 UNIT,TMIN1 QL(UNIT)1 (QLSTAR(l!),II=1,LOC1) 
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c 

NQL=QL(UNIT) 
QLDIST(UNIT,NQL)=QLDlST(UNIT1 NQL)+l 
IF(PRINT.EQ.7.AND.LOCl.GT.49) QLSTAR(49) =QSTAR 
II=MINO(LOC1,49) 
IF(PRINT.EQ.7)TYPE 14011 NP2(UNIT) 1 UNIT1 THIN1 QL(UNIT), 

1 (QLSTAR(IJ),IJ=1 1 Il) 
LD=7+10*UNIT 
I~(NMUNIT.GT.l)WRITE(LD1 401) NP2(UNIT),UNIT,TMIN,QL(UNIT) 

1 1 (WLSTAR(II)~II=l 1 LOC1) 
IF(PRINI.~Q.7.AND.L0Cl.G!.49) QLSTAR(49):::BLANK 
QLSTAR(LOCl)=RLANK 
IF(QL(UNIT).GE.NM(UNIT)) GO TO 112 
CALL RANDU(IX3 1 IY,Y) 
IX3:::IY 
SERVTM=-SRVBAR(UNIT)*ALOG(l.-Y) 
DTlME=TMIN+SERVTM 
DELAY=O. 
~PASS(UNIT)=NPASS(UNIT)+l 
LSTAR(l )=STAR 
TUTDLY(UNIT}=TDTDLY(UNIT)+DELAY 
WRITE(41 301) N?ASS(UNII), UNIT1 TMIN1 SERVTM1 DELAY1 LSTAR(l) 
lF(PRINT.EQ.4) TYPE l3011 NPASS(UNIT) 1 UNIT,TMIN,SERVTM,DELAY, 

1 (LSTAR(IJ),IJ:::l,l) 
LD=4+10*UNIT 
lf' ( 'JMUNI 'l'.GT.l)'tlRITE(LD1 301) NPASS(UNIT )1 UNIT, THIN,SERVTM 

1 1 DELAY,LSTAR(l) 
LSU.R(l )=BL A~K 
CALL DPTIME(l 1 JTIME1 NPS,TUELAY1 JFUNIT 1 UNIT) 
~L(U~IT)=QL(UNIT)+l 
GO T!J 9 

C PUT SOMEONE IN THE QUEnE 

112 C~LL ~U~Uc(l,TMJ~,NPS,TDELAY,JFUNIT,UNIT) 
QL(UNIT)=QL(UNIT)+l 
GG TO 9 

50 LOC=~l~l((TDELAY/DLYMAX~50.)+1.991 51.) 
LSTAR(LOC )=STAR 
~~ITE(81 308)TM1N,NfS,JFUNIT,TDELAY1 (LSTAR(II),II=l,LOC) lOB F0hMAT(lXF6.11 5XI51 9XI21 5XF7.11 2X51Al) 
LG=8+10"!1UI 
1F(NMUNIT.GT.l)WRITE(LD,308)T~IN1 NPS1 JFUNIT1TDELAY 

1 1 (LSTAR(II) 1 II=11 LOC) 
IF(PRINT.gQ.8.ANO.LOC.GT.39)LSTAR(39)=STAR 
II=MIN'O (LOC, 39) 
IF ( P.i<I.NT. E;Q. 6 )TYPF. 308,TMIN1 NPS,JFUNIT,TDELAY 

1 1 (LSTAR(IJ) 1 IJ=1 1 11) 
LSTAP(39)=BLANK 
LSTA~(LOC)=BLANK 
GO TO 9 

C PROCESS NEXT R£PAIR 
c 
3 NM(UNIT)=NM(UNIT)+l 

·TYPE 898,UNIT,TMIN 
898 FU~MAT(5X'R~PAIR AT U~IT'1 I6,'1 AT TIME ',F8.1) 

GALL BRAKDN(2,0.,UNIT) 
c 
C J MACHihE LEAVES THE DREAKDOWN QUEUE 
c 

IF(QL(UNIT).LT.NM(UNIT))CO TO 9 
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c 

CALL RANDU(IX3,IY1 Y) 
IX3=1Y 
SE~VTM=-SRVBAR(UNIT)*ALOG(l.-Y) 
DTIME=TMIN+SERVTM 
D~LAY=TMIN-ARRTM(UNIT1 1) 
NPP.=PASQ(UNIT.~l) 
TDELAY=TDLAYQ(UNIT1 l)+DELAY 
NPlSS(UNIT)=NPASS(UNIT)+l 
LOC=MIN1((DELA¥/DLYMA~*50.)+1.99,51.) LSTAR(LOC)=STAR 
TOTDLY(UNIT)=TOTDLY(UNIT)+DELAY 
wRITE(41 30l)NPASS(UNIT),UNIT,ARRTM(UNIT1 l),SERVTM 1 ,DELAY1 (LSTAP(II) 1 II=l,LOC) 
IF(PRINT.EQ.4.AND.LOC.GT.39) LSTAR(39)=5TAR Il=MIN0(LOC,39) 
1F(?~INT.EQ.4) TYPE 1301,NPASS(UNIT)1 UNIT1 ARRTM(UNIT,l),SERVTM1 1 DEL~Y,(LSTA~(lJ),IJ=l,II) 
IF(PRINT.iQ.4.AND.LOC.GT.39) LSTAR(39)=BLANK LD=4+10*UNIT 
lr(~MUNIT.GT.l)WP.JTE(LD,301)NPASS(UNIT),UNIT,ARRTM(UNIT,l) 1 ,SERVTM,D~LAY,(LSTAR(ll),II=l,LOC) 
LSTAR(LOC)=BLANK 
C~LL DPTIME(l 1DTI~E,NPR1TDELAY,FUNITQ(UNIT1 1) 1 UNIT) 

C RE~OVS AN ARRIVAL FROM THE QUEUE c 

c 

CALL QUEU~(2,0.,u,O.,O,UNIT) 
GD TO 9 

C !::N !J-D.r-JOti PkOCESS I NG 
C (INCLUDING COMPUTATION OF MEAN QUEUE LENGTH AND MEAN DELAY TIME) .~ 

4 lF{ICJST.EQ.O)GO TG 41 
CJLL CSTMUD(CULIT,LIFE,DISCRT,SPARES1 0PER,HRSMN!1 WRATE 1 ,PASSYR,NM1 MCBF,RPRBAR,PROB,COST) 

41 (lCJ 4ti UNlT=l, 3 
I~(N~(U~IT).EQ.O)WRITE(9,904)UNIT 
lF(N~(UNIT).~q.O.AHD.PRINt.EQ.9)TYPE 904,UNIT 

~04 fOHMAT(//• U~IT'1 121 ' IS UNASSIGNED•) 
IF(NM(UNIT).EQ.O)GO TO 46 
I~LB/d·:( U Nl T) =0. 
IF(NP2(UNIT).NE.O)QLBAR(UNIT)=TOTQL(UNIT)/NP2(UNIT) DLYBAR(UNIT)=O. 
IF(NPASS(UNIT).NE.O)OLYBAR(UNIT)=TDTDLY(UNIT)/NPASS(UNIT) ~RlT~(9~303)UNIT1 QLBAR(UNIT) 1 DLYBAR(UNIT) 303 fORMAT(///• UNIT.,I3///4X• MEAN QUEUE LENGTH IS •,r8.1 1 /4~· MEAN DELA~ IS ·,7~FB.l,• SEC.•) 
lF(IPRINT.EQ.l)TYPE 303,0NIT1 QLBAR(U~IT),DLYBAR(UNIT) H1AX=-1 
DO 461 1=01 500 

461 IF(QLDIST(U~IT,I).GT.O)I~AX=I 
IF(IMAX.EQ.-l)GO TO 462 
TP ~SS=NP2 (UNIT) 
KMAX=MIN0(9 1 1MAX) 
WRITE(9,901)(K,K=O,KMAX) 
WKITE(91 905) 

901 FORMAT(//lX• QUEUE LENGTH PROBABILITIES'//2Xl017) 905 FORMAT(' ') 
lF(IPRINT.EQ.l)TYPE 90l,(K1 K=O,KMAX) 
IF(I?RINT.EQ.l)TYP~ 905 
DO 463 II=O,IMAX,lO 



464 

903 
463 

.906 

466 

465 

203 

462 

902 

46 

.399 ,. ... 
c 
c 

c 
c ,. ... 
c 

IS 

III=MINO(II+91 IMAX) 
DO 464 JJ=II1 111 
QL~RO~(JJ)=QLDIST(UNIT1JJ)/TPASS 
COf<'I"l NUE 
WRITE(9 1 903)II,(QLPROB(JJ),JJ=Il1 III) 
IP(IPRINT.EQ.l)TYPE 9031 II,(QLPROB(JJ),JJ=II1 III) 
FO~MAT(1XI3,10(1X2PFS.l,•%•)) 
CONTINUE . 
w~ITc(9,906){K,K=O,KMAX) 
IF(IPPINT.EQ.l)TYPE 9061 (K1 K=O,KHAX) 
f'ORMAT(J/• CUMULATIVE QUEUE LENGTH PROBABILITI£S•//2X1017) hf.'l TE(9,905) 
IF(IPRINT.EQ.l)TY~E 905 
DO 465 II=01 IMAX1 10 
IIl=MINO(II+91 IMAX} 
l•D 466 JJ=II, Ill 
IF(JJ.EQ.O)GO TO 466 
QL~ROB(JJ):QLPkOB(JJ-l)+QLPROR(JJ) 
CONTINUE 
W~ITE(9,903)1! 1 (Q~PROB(JJ},JJ=II 1 1II) lF(IPPINT.EQ.l)TYPE 903 1 II,(QLPROB(JJ),JJ=II1 III} C!JNTINUE 
NS~RV=N?2(UNIT)-NPASS(UNIT) 
~~ITE(9,203)NP2(UNIT},NP~SS(UNIT) 1 NSERV IF(IPRINT.EQ.l)TYPE 203,NP2(UNIT),NPASS(UNIT) 1 NSERV FORMAT(/lXIS,• PASSENGERS ARRIVED AT SERVICE AREA• 

1 JlXIS,• PASSENG~RS SERVEn•ttXIS,• PASSENGERS • 
2 ,·No'l' YET SERVED') 

1 
2 
3 
' 't 
5 
6 

lf(ICOST.EQ.O)GO TO 46 
IF(L!FE(UNJT).E~.O)GO TO 46 
W~lTS(9,902)UN1T,(COST(UNIT,I),I=1,6) 
JF(IP?INT.EQ.l)TYP~ 902,UNIT,(COST(UNIT1 I)1 I=l1 6) 
F'O>~.~AT(//• COSTS FOR UNIT •,14 
/7X.ANNUALIZED CAPITAL C8ST.,T3s,•s•#F9.2 
/7X.ANNUALIZED SPAP.ES COST.,T3S,•s•,F9.2 
/7X.UPERATING cosr•,t35,•s•,F9e2 
/7Y. .. SCE t:D'JL ED !t;f.I i~'l'l-:la NC~ COST • ,T35, • $' . 0 ! 
/7X•cuRRECTIVE REPAIR COST.,T35,•s•,yy 
//7X.TOTAL COST.,T34,•so,Fl0.2) 
COfiTINU~ 
TYPE 399,IX1 1 IX2,IX3,IX4,IX5 
fORMAT(//JX• LAST RANDOM HOMBER·SEEDS./5(4XI15/)) 

THERE ANOTHEk RUN TO 00? 

C.!.LL F:NDING 
I~(LAST.EQ.l)STOP 
GO TO 20 
F:Nl.l 
SUB!WUTlrJE DPTHIE( INDEX1 DTIME,PASS,DELAY1 FUNIT1 UNIT) 

DTIME IS THE CURRENT TIME PLUS SERVICE TIME 
Of:.:PARTURE; TIME. 

COMMDN/Sl/UEP(3 1 500),NCUST(3) 1 P(3,500)1 D(31 500) 1 U(31 500) INTEGER UNIT1 P1 PASS,U,FUNIT 
G8 TU (1 1 2) 1 1NDEl 

1 lF(NCUST(UNIT).EQ.O}GO TC 14 
NC=NCUST(UNIT) 
DO 11 l=l,NC 
ISV=I 
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11 
14 

l3 

2 

21 

.. 
J 

12 

IF(DEP(UNIT 1 l).LT.DTIME)GO TO 11 
GO TO 12 
CO!I.Tl NUE 
~CUST(UNIT)=NCUST(UNIT)+l 

DSP(UNIT1 NCUST(UNIT))=DTIME 
~(UN!T1 NCUST(UNIT))=PASS 
D(UNIT,NCUST(UNIT))=DELAY 
U(UNIT,NCUST(UNIT)):FUNIT 
RETURN 
NC=NCUST(UNIT) 
DO 13 JJ=lSV I ~JC 

J=hCUST(UHIT)+lSV-JJ 
DEP(UNIT1 J+l)=DEP(UNIT1 J) 
P(UNIT,J+1)=P(UNIT1 J} 

u(UNIT,J+l)=D(UNIT,J) 
U(UNIT,J+l)=U(UNIT,J) 
CONTDW~ 

D~?(UNIT,ISV)=DTlME 

P(UNIT1 ISV}=PASS 
D(UNIT,ISV)=DELAY 
U(UNIT,ISV)=fUNIT 
~CUS!(UNIT)=NCUST(UNIT)+l 

F;::Tl.JRN 
1F(PCUST(UNIT).EQ.l)DEP(UNIT 1 1)=1.E9 
IF(NCUST(UNIT).EQ.l)RETURN 
NC.::NCUST(TJNIT) 
DO 21 I=2,NC 
DEP(UNIT1 1-l)=DEP(UNIT1 I) 
P(lJNlT, 1-l)=P(UNI'l.',I) 
D(UHIT,I-l)=D(UN1T1 I) 

U(UaiT,I-l)=U(UNIT,I) 
CO NTVHJE 
NCUST(UNIT)=NCUST(UNlT)-1 
f.:?. TU R IIi 
r.ND 
SU~~UUTIN~ 1U~U~(INDEX,ARTM1 PlSS,OELAY,FUNI,,UNI

T) 

CQ~~O~/S2/ARRTM(3,500),NQUEUE(3),P(315QO),D(31500) 1 U(31 500) 

I~IEGER UNIT,P,PASS,U,FUNIT 
GO TU (1 1 ?) 1 l~DEX 

1 lf(NijUEUE(UNlT).EQ.O) GO TO 13 
f.IQ=t~QUEUE(U raT) 
DO 11 1=1 1 NQ 
TF(ARRTM(UNIT 1 I).LT.ARTM) GO TO 11 
DO 12 J,J.::1 1 NQ 
J:=NQ+I-JJ 
P(U~IT 1J+l)=P(UNIT1J) 
D{U~lT,J+l)=D(UNIT,J) 

U(DNIT,J+l)=U(UNIT,J) 
12 ARRTM(UNIT~J+l)=~RRTM(UNTT,J) 

HIJ~HT1 I)=PASS 
D{U NIT, I )=DELAY 
u (UNIT I I )=FUN IT 
I..RttTM(UNIT,I)=ARTf-1 
NQUEUE(UNIT)=NQUEUE(UNIT)+t 
P.t:TURN 

11 CONTHWE 
13 ~QU~UE(3NlT)=~QUEUE(UNIT)+1 

ARRTM(UNIT1 NQUEUE(UNIT))=AP.TM 
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P(UNIT,NQUEUE(UNIT))=PASS 
D(U~IT1 NQUEUE(UNIT))=DELAV 
U(UNIT,NQUEUE(UNIT))=FUN!T 
R!:TUHN 

2 NQUEU~(UNIT)=NQUEUE(UNIT)-1 

1F(NQUEUE(UNIT}.EQ.O)ARRTM(UNIT,l)=l.E9 
lf(NQUEUE(UNIT).EQ.O)RETURN 
NGI=NQUEUE(UNIT) 
DO 21 I=l,NQ 
P(UNIT1 I)=P(UNIT,I+l) 
O(UNIT,I)=D(UNlT,I+l) 
U(UNIT 1 I)=U(UNIT1 I+l) 

21 ARRTM(UNIT1 1)=lRRTM(UN1!1 I+l) 
ARRTM(UNIT,NQUEUE(UNIT)+l)=O. 
RETURN 
E ~ID 
SUBROUTINE 8RAKDN(!NDE~1 ~PTIME1 UNIT) 
COMMON/S3/REP(3 1 30) 1 NOOWN(3) 
I NTF.GER UNIT 
GO TO (1 1 2) 1 INDEX 

1 lF(NDOWN(UN!T).EQ.O)GO TO 13 
ND=~:DOftiN( UNIT) 
DO 11 I=l,ND 
Ir(REP(UNIT,l).LT.F.PTIME)GO TO 11 
DO 12 JJ=l1 NDOWN(UNIT) 
J=NDOW~(UNIT)+l-JJ 

12 F~P(UNIT1 J+l)=REP(UNIT1J) 
REP(UNIT,I)=RPTIME 
NDU~N(UNIT)=~DOWN(UNIT)+l 

R:!:T!JRN 
11 CONTUl'U~ 

13 NDOWN(U~IT)=NDOWN(UNIT)+l 

~~~(U~IT,NDOWN(UNIT)):RPTIME 

PO:. TURN 
2 IF(NDOWN(UN!T).EQ.l)REP(UNIT 1 l)=l.E9 

IF(~OO~N(UNIT).EQ.l)RETDRN 

ND=t.lOOWt-'(IINlT) 
L'D 21 I::l,iW-1 

21 R~~{U~IT,I)=REP(UNIT,I+l) 

c 

NDOWN(UNIT)=NDOWN(UNIT)-1 
R J.;TURN 
END 

SU6ROUTINE RANOU(IX,IY1 YFL) 

C RANDOM ~UMBER GENERATOR 

IV=I1*262149 
1F(IY) 5,61 6 

5 IY=JV+l4359736337+1 
b YfL=IV 

YFL=YFLw.2910383E-10 
RETUR rl 
f; N[l 

SUBROUTINE BEGIN(FROMWH 1 NM 1 ARRATE,NARR1 SRVBAR1 MCBF1 RPRBAR1 

1 TIMENO,DLYMAX 1 PRTIM,ALT1 PROB 1 ISEED1 PRINT,NMUNIT1 CUNIT1 LIFE 

2 ,OISCHT1 SPARESFOPER,HRSMNT,WRATE1 PASSYR1 1COST1 1PRINT) 
DOUBLE PkECISION IFN1 1 IF~2,IFN31 IFN41 IFN5,IFN6 

INTEGER FROM~H, NM(3),MC~F(3) 1 YES 1 N01 ANSR1 PRINT 
1 1 STORNM(3) 1 UNIT,LIFE(3) 1 PASSYR 

P.~AL SRVBAR(J), RPRBAR(3) 1 PROB(3) 
R~lL CUNJT(3) 1 SPARES(3) 1 0PER(3),HRSMNT(3)1 WRATE(3) 
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DATA YES,N0/1HY,!HN/ 1 STORNM/0,0,0/1 FILE/1HF/ 
c-----------------------------------------------------------------------c 
C STRUCTUHE OF THE INPUT ~ND OUTPUT FILE QUESTIONS c 
C OUTPUT 
c 
C FIVE QUESTIONS ARE ASKED AT THE BEGINNING OF EACH RUN 
C REGARDING GIVING FIVE NAMES OF NEW DISK OUTPUT FILES. 
C THESE DISK OUTPUT FILES CONTAIN (IN UNFORMATTED WORDS), 
C ALL THE DATA THAT IS PRINTED IN THE GRAPHS, ETC.~ AT THE FIRST C P~RT OF EACH Of THE FIVE REPORTS •• THE REASON FOR STORING THIS C IS SO THEY CAN BE SORTED LATER AND USED FOR PRODUCING C INDIVIDUAL REPORTS BY UNIT. AT THE END OF A RUN, A QUESTION IS C ASKED ABOUT WHETHER THESE FILES SHOULD BE KEPT; UNLESS 
C THEY AHE BEING USED AS I~PUT TO ANOTHER PROGRAM OR NEEDED FOR C MORE COPIES OR COMPARISONS, THEY CAN BE DELETED. c 
c 
C INPVT 
c 
C fOR THE FIRST RUN, INPUT MAY BE READ IN AS ONE RECORD IN FREE C Fl~LD FQ~qAT FROM A DISK FILE, OR THE PROGRAM CAN ASK FOR DA~A C TO BE TYPED IN AS A RESPONSE TO EACH OF ITS INPUT QUESTIONS. C ~HEN THE RUN IS FINISHED, A QUESTION IS ASKED ABOUT WHETHER C ANOTHEk RUN·SHOULD FOLLO~, THE USER HAS A CHOICE Of •yEs• C OR •No•, AND IF •vEs• HAS ANOTHER CHOICE REGARDING INPUTTING C THE DATA. IF THE DATA IS ON DISK1 IT MUST BE THE NEXT 
C k~CORD OF THE SAME INPUT FILE, OR THE USER CAN tALL FOR THE 
C INPUT PRO~PT SEQUENCE TO CHANGE A FEW VARIABLES OR ALL VARIABLES. C ANY '!'HIE THAT INPUT VARIABLES ARE CHANGED, A LIST OF THEIR 
C CUk~E~T VALUES IS PP.INTED BEFORE EXECUTION. 

:-----------------------------------------------------------------------DO 600 UNIT=l 1 NMUNIT 
N~(U~IT)=STOR~~(UNIT) 

GOu CON'!'BIUE 
O?S,(U~IT=4,FILE=·FoR04.DAT.,DEVICE=•DSKS',ACCESS=•SEQINOUT•) 
iJPf.N( UNI T=6,f!LE= 'FOR06. OAT' ,DEVICE= •osKS' ,ACCESs=·SEQINOUT•) 
OPE~(UNIT=7,FILE='FOR07.DAT',OEVICE=•DSKS.,ACCESS=·sEQINOUT•) 
OPEN(UNIT=8 1 FILE='FOR08.DAT•,oEVICE='DSKS',ACCESS='SEQINOUT•) 
l1PEN(UNIT=9,FILE='FOR09.DAT' ,DEITICE='DSKS' ,ACCESs=•SEQINOUT•) 
OPEN(UNIT=l41 FILE='Ul4.DAT•,oEVICE='DSKS•,ACCESS='SEQINOUT•) OPEN(UNIT=l7,FILE=•ut7.DAT.,OEVICE='DSKS',ACCESS='SEQINOUT•) 
OPEN(UNIT=l8,FILE=·ulB.DAT•,oEVICE=•nsKs•,ACCESS=•SEQINOUT•) 
O?EM(UNIT=24,FILE=•U24.DAT.,DEVICE=•DsKs•,ACCESS=•SEQINOUT•) 
OPEN(UNIT=27,FILE='U27.DAT.,DEVICE='DSKS',ACCESS=·sEQINOUT') 
OPEN(UNIT=28,FILE='U28.D'T.,DEVICE=•DSKS',ACCESS:•SEQINOUT') OPEN(UNIT=34,FILE=•U34.DAT.,DEVICE='DSKs•,lcCESS=•sEQINOUT•) 
OPEN(UNIT=37,FILE=•u37.DAT.,DEVICE=·DSKs·,AcCESS=·sEQINOUT•) 
OPEN(UNIT=381FIL~=-U38.DAT.,DEVICE=•DsKs•,ACCESs~·SEQINOUT') 
ICONT=O 
IF(FROMWH.GT.O)GO TO 241 
TYPE 20 

20 fOkMAT(/20X.FARE COLLECTION PASSENGER-DELAY MODEL•) 
TYPE 294 

294 FORMAT(//6X'THE HODEL PRODUCES OUTPUT FILES SHOWING MEAN • 1 ,'QUEUE LENGTH A.ND./6X'DEL.AY, AND QUEUE LENGTH • 
2 ,'DISTRIBUTION (AND COSTS IF INCLUDED).• 
3 //6X.SHOULD THESE BE DISPLAYED ON THE TERMINAL.AS WELL?' 
4 /6~·c••y•• OR ••N••): •s> 
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242 

24 
1 

1 
2 
3 
4 
5 

21 
1 
2 

25 

203 

1 

310 
1 
2 

241 

27 
1 
2 

271 

ACCt::?T 7,ANSR 
IPRINT=-1 
IF(ANSR.EQ.Y£S)IPRINT=l 
IF(ANSR.EQ.NO)IPKINT=O 
IF(IPRINT.GE.O)GO TO 24 
lCON!=ICONT+l . 
IF(ICONT.GT.3)STOP 77 
TYPE lS,ANSR . 
GO TO 242 
TYPE 1 
FORMAT(//1 6X.THE GRAPHS PRODUCED BY THE MODEL ARE.// 
9>:•1 -- PASSENGER DELAYS BY SERVICE AREA"'/ 91.•2 -- QUEUE LENGTHS AT INTERVALS OF 10 SECONDS•/ gx•J -- EVENT LoG•/ 
9X•4 -- QUEUE LENGTHS AT PASSENGER ARRIVALS•/ gx•s -- TOTAL DELAY PER PASSENGER./) 
TYPE 21 
fDkMAT(/,' ARE ANY OF THE GRAPHS tO BE ALSO PRINTED~ • DJRECTLY ON !HE TERMINAL-·,,,• (ZERO FOR ··~o·•·, • OR THE GRAPH NUMBE~ (1,2, 3,4 OR 5) FOR ••YES ••): •s) ACCEPT 203, PRINT 
P~l11T=PRI N'l'+3 
F0Rf·1AT(I) 
IF(PRINT.EQ.3.0R.PP.INT.EQ.4.DR.PRINT.EQ.S.OR.PRINT.EQ.6. 
O~.PRINT.EQ.7.0R.PR1NT.EQ.8) GO TO 241 

ICO~lT=ICDNT+l 
IF(ICONT.GT.3) STOP 12 
TYPE: 310 
fOrtMAT(• THE PREVIOUS RESPONSE WAS •,151 

/ 1 ' PLE~SE ANSWER WI!H ONE INTEGER VALUE•, •f.ITHER O, 1, 2, 3, 4, 5: ·s> 
GO.TO 25 
lF(FROMkH.EQ.2) GO TO 13 
IF(FRD~~H.EQ.O)GO TO 19 
'!'YPE 27 
f0fM,T(6X'IS THE NEW DATA TO CCME FROM A NEW INPUT FILE?'/ 7X'(iHE ALTERNATIVE IS TO ~AKE CHANGES IN THE CURRENT INPUT• ,· DATA)'/6X'('•y•• OR ••N••): •s) 
ACCEPT 7 1 .AN5R 
IF(ANSR.EQ.YES)FROMWH=O 
r:(ANSR.EQ.Y~S)GO TO 19 
IF(ANSR.EQ.NO)CALL I~PUT(FROMWH,NM,ARRATE,NARR1 SRVBAR1MCBF, 1 RPRBAR1 TIMEND1 DLYMAX,PRTYH,ALT1PROB1 ISEED1 ~RINT1 HMUNIT, STORNM,CUNIT 1 LIFE1 DISCRT,SPARES1 0PER,HRSMNT ,WRATE,PASSYR,ICOST,IPRINT) 

2 
3 

6 
1 

119 
7 

IF(A~SR.EQ.NO)RETURN 
ICO~T=ICONT+l 
lf(ICONT.GT.3)STOP 1 
TVPE 15,ANSR 
GO TO 271 
!CONT=O 
'JYPE 6 
FOR~AT(/• ACCEPT INPUT FROM THE TERMINAL-',/, c••y•• OR ••N''): eS) 
I.CCEPT 7, .UJSR 
I .,RMAT(Al) 
Ir(ANSR.EQ.YES) GO TO 14 
lt(ANSR.EQ.NO) GO TO 30 
I CUNT=ICONT+l 
lF(ICONT.GT$3) STOP l 
TVPE lS#ANSR 
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c 

15 FORMAT(/• THE PREVIOUS RESPONSE WAS •••, 1 ~t,•••. PLEASg ANSWER ••y•• OR ••N••: '$) GO TO 119 
14 CALL INPUT(FROMWH,NM,ARRATE1 NARR,SRVBAR1 HCBF1 1 RPRBAR,TIMEND,DLYMAX1PRTIM,~LT1 PROB,ISEE0 1PRINT,NMDNIT1 2 STORNM,CUNIT1 LIFE1 DISCRT1 SPARES,OPER1 HRSMNT 3 rWP.ATE1 PASSYR,ICOST,IPRINT) 

FROM~H=l 
RETURN 

13 ICUNT=O 
IF(FHOMWH.EQ.O) GO TO 30 
TYPE 281 1FN5 

28 FORMAT(/,· IS THIS NEW DATA EITHER A NEW FILE OR' 1 ,• THE NEXT ~ECORD OF FILE ' 1 Al0/6X'{''F'' FOR NEW FILE', 2 •, ••y•• FOP. NEW RECORD, OR ••N•• FOR NEITHER): '$) 40 ACCE?T 11 ANSR 
IF{ANSR.EQ.YES) GO TO 29 
lF(AhSR.EQ.NO) CALL INPUT{FROMWH1 NM1 ARRATE,NARR,S~YBAR,~CBF, RPRBAR1 TIMEND1 DLYMAX,PRTIM1 ALT,PROB1 1SEED1 PRINT,NMUNIT1 2 STDRNM,CUNIT,LIFE,DISCHT,SPARES,OPER1 HRSMNT 3 ,WRATE,PASSYR 1 ICOST,IPRINT) 
IF{ANSR.EQ.NO) RETURN 
IF(ANSR.EQ.FlLE)FROMWH=O 
I~(ANSR.EQ.FILE)GO TO 19 
ICONT=ICONT+l 
IF(ICONT.GT.3) STOP 4 
TYPE 15, ANSR 
GO TU 40 

NOTE THAT IF A BAD RESPONSE IS GIVEN IO THIS REQUEST, THAT IS, If TH£ PROGRAM CaNNOT FI~U THE SPECIFIC DATA FILE ON DISK, THE SYST~~ ~ILL GENERATE A REQUES! FOR A NEW INPUT FILE. HOWEVER, THE INCORR~CT FILE NAME WILL STILL BE PRINTED IN THE SECTION R£GA~DJhG THE CUHRFNT INPUT FILES, BECAUSE THE PROGRAM DIDN•T GENERATE THE NEW·REQUEST, THE SYSTEM OlD. 
~0 TYPE 22 
22 FO~M~T(/• ENTER INPUT FILE NAME ' 1 / 1 1 (UP TU 10 CHAHACTERS): ',$) ACCEPT 231 IFN5 
23 FO~M,T(AlO) 

IF(FROMWH.EQ.2)CLOSE{UNIT=55) 
GPEN(UNIT=SS,FILE=IFNS,DEYICE='DSK',ACCESS:•sEQIN') TYPE 31 IFN5 

3 FORM~T(6X.THE INPUT FILE IS: ' 1 Al0) 29 ICGST=O 
ICDNTl=O 
TY~E 401 

401 FOHMAT(//6X'ARE COSTS INCLUDED IN THIS RECORD?• 1 J6x·c··v·· oR ··N··>: ·s> 
132 kCCEPT 7,ANSR 

lf(ANSR.EQ.NO)GO TO 291 
IF(ANSR.EQ.YES)GO TO 292 
lCOPTl=ICON!l+l 
IF(TCONTl.GT.3)STOP 2 
TYPE 151 ANSR 
GO TO 132 

291 READ(55,*)STORNM,ARRATE,NARR1 SRVBAR 1 MCBF,RPRBAR 1 TIMEND 1 1 DLYMAX1 PRTIM1 ALT1 PROB,ISEED 
GO TU 293 

292 READ(551 *)STORNM,ARRATE1 NAP.R,SRVBAR,MCBF1 RPRBAR 1 TIMENC# 
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1 OLYMAX,PRTIM 1 ALT 1 PROB 1 ISEED 1 CUNIT 1 LIFE1 DISCRT,SPARES,OPER, 2 HRSMNT,WRATE,PASSYR 
ICOST=l 

293 CLOSE(UNIT=55) 

c 

liO 18 UNIT=l..,.NMUNIT 
NM(UNIT)=STORNM(UNIT) 

16 CONTINUE 
F'ROMWH=2 

C A~RAT~ (MEAN ARRlVAL RATE) IS NOT AN ATTRIBUTE OF EACH C ~ACHIN~ OR SERVICE UNIT, TRERF.FORE IT IS NOT C DIMENSIONED BY UNIT 
c 
C INPUT IS fREE FORMAT 
c 
C VARIAPL~ NAME TYPE DESCRIPTION 
c----------------------------------------------------------------------c 1-3 tJM INT THE NUMBER OF MACHINES FOR c EACH SERVICE UNIT c 
c 4 ARRATE REAL ~EAN ARRIVAL RATE PER HOUR c 
c 5 NARR IN'l' THE NUMBER OF ARRIVALS IN A c GROUP c 
c 6-8 SRVBAP. REAL MEAN SERVICE TIME IN SECONDS c 
c 9-11 MCBF !NT MEAN CYCLES BETWEEN FAILURES c FOR EACH SERVICE UNIT c 
c 12-14 RPRBAR REAL MEAN TIME TO REPAIR IN SECONDS c 
c 15 TIMENlJ REAL TIME THE SIMULATION ENDS IN c SECONDS c 
c 16 DLYMAX REAL THE MAXIMUM DELAY WHICH CAN BE c REPRESENTED BY THE GRAPH c 
:::: 17 Pl\Tlt-1 REAL THE TIME Itt SECONDS WHEW THE c .NE: rJ ARRIVAL RATE WILL OCCUR c 
c 18 .ALT REAL THE ALTERNATE MEAN ARRIVAL ,.. 

TIME IN SECONDS 1.. 

c 
c 19-21 PROB REAL THREE PROBABILITIES OF ARRIVAL c FOR THE THREE SERVICE UNITS c 
~ 22 I SEED INT RANDOM NUMBER SEED w 

c----------------------------------------------------------------------CALL INPUT(FROMWH1 NM,ARRATE,NARR1 SRVBAR1 HCBF1 RPRBlR, 1 1IMEND,DLY~AX1 PRTIM1 ALT1 PROB1 ISEED,PRINT1 NMUNIT,STORNM,CUNIT 2 1 LIFE1 DISCRT1 SPARES1 0PER,HRSMNT,WRATE1 PASSYR,ICOST,IPRINT) RETURN 
END 
SUBROUTINE INPUT(FROMWH1 NM,ARRATE,NARR1 SRVBAR1 MCBF1 RPRBAR, 1 TIMEND,DLYHAX 1 PRTIM1 ALT1 PROB,ISEED1 PRINT1 NMUNIT,STORNM1 2 CUNIT1 LIFE,DISCRT,SPARES1 0PER,HRSMNT,WRATE,PASSYR,ICOST,IPRINT) INTEGER PHINT1 FROMWH1 CHANGE1 YES,N0 1 ANSR,NH(3) 1 HCBF(3) 1. ,STORNM(3) 1 UNIT1 LIFE(3) 1 PASSYR 
~~AL SRVBAR(3) 1 RPRBAR(J),PROB(3) 1 CUNIT(3),SPARES(3) 1 0PER(3) 1 1 HRSMNT{3),WRATE(3) 
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~ATA YES, NO/lHY,lHN/ 
CHANGE=O 
ICONT=O 
IF(FROMWH.GT.O) GO TO 667 
lCIJNT=O 

1 TYPE 101 
101 FORMAT(/' 1. ENTER NUMBEP OF MACHINES FOR EACH•, 

1 • SERVICE UNIT- •1• (THREE INT~GER VALUES): '$) 
ACCEPT 201 1 STORNM 
DO 50 UN1T=11 NMUNIT 
NM(UNIT)=STORNM(UNIT) 

50 CONTINUE 
IF(ICONT.GT.O) GO TO 300 

2 TYPE 102 
102 fORMkT(/' 2. ENTER MEAN ARRIVAL RATE PER HOUR-',/1 

1 • (ONE REAL VALUE): 'S) 
~CCEPT 2021 ARRATE 
IF(ICONT.GT.O) GO TO 300 

3 TYPE 103 
103 FOk~AT(/' 3. ENTER NUMBEP OF ARRIVALS IN EACH •, 

1 WGROUP-',/,' (ONE INTEGER VALUE): ',$) 
ACCEPT 203 1 NARR 
IF(ICONT.GT.O) GU TO 300 

4 TYPE 104 
104 FORMAT(/' 4. ENTER ME~N SERVICE TIME IN SECONDs-·, 

1 ;,• (THREE ~EAL VALUES): '$) 
ACCEPT 202, SRVBAR 
IF(ICONT.GT.O) GO TO 300 

':J TYf'E 105 
105 .f'OR~AT(/• 5. ENTER MEAN CYCLES BETWEEN FAILUREs-·, 

1 /,' (THREE INTEGER VALUES): ',$) 
l.CC::PT 2011 MC£1F 
I~(ICONT.GT.O) GO TO 300 

~ TY.i:'E 106 
106 FORMAT(/' 6. ENTER MEAN TIME TO REP1IR IN SECONDs-•, 

1 ;,• (THREE REAL VAL'!ES): •,$} 
ACCEPT 2021 RPRBAR 
lF(lCONT.GT.0) GO TO 300 

7 THE 107 
107 FORMAT(/' 7. ENTER TIME TO END THE SIMULATION IN •, 

1 'ScCUNDS-',/,' (ONE REAL VALUE}: ',$) 
ACCEPT 2041 TIMEND 
iF(JCONT.GT.O) GO TO 300 

8 TYPE 108 
108 FORMAT(/' 8. ENTER THE MAXIMUM DELAY TIME WHICH CAN BE • 

2 ,'REPRESENTED'/6X'IN THE DELAY-TIME GRAPH, IN SECONDS-' 
1 ,/, • (ONE REAL VALUE): •,$) 

ACCEPT 204, DLYMAX 
lF(ICONT.GT.O) GO TO 300 

9 TYPE 109 
109 fORM.AT(/' 9. ENTER THE TIME IN SECONDS WHEN THE NEW•, 

1 • MEAN ARRIVAL RATE OCCURS'/ 
2 6X'(IF THE M~AN ARRIVAL PATE DOES NOT CHANGE, ENTER 99999.}-'/ 
3 (ONE REAL VALUE): ',$) 

ACCEPT 2041 PRTIM 
IF(ICONT.GT.O) GO TO 300 

10 TYPE 110 
110 FOR~AT(/' 10. ENTER THE NEW MEAN ARRIVAL RATE', 

1 • IN SECONDS'/6X'(IF THE MEAN ARRIVAL RATE DOES NOT CHANGE, • 
2 ,'PR~SS RETURN)-'/,' (ONE REAL VALUE): ',$} 

ACCEPT 2041 ALT 
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11 
111 

1 

12 
112 

401 

132 

131 
13 
113 

14 
114 

15 
115 

16 
116 

17 
117 

16 
118 

19 
119 

20 
120 

A 
1 

1 

1 

1 

1 

1 

1 

1 

1 

IF(ICDN!.GT.O) GO TO 300 
TYPE 111 
FORMAT( I' 11. ENTER THE ARRIVAL-SPLIT PROBABILITIES-', 
/,' (THHEE REAL VALUES): ',$) 
J.CCEPT 202,PRO~ 
IF(ICONT.GT.O) GO TO 300 
TYPE 112 
FOWMAT(/' 12. ENTER THE RANDOM NUMBER SEED-•, 
/6X'(USE ''99999'' TO INDICATE LAST SEEDS FROM PRIOR RUN)•, 
/,' (ONE INTEGER VALUE): ',S) 
ACCEPT 203, !SEED 
IF(ICONT.GT.O) GO TO 300 
TYPE 401 
fORMAT(//7X'DO YOU WISH TO INCLUDE COSTS IN THIS RUN?• 
/7X'(''y•• OR ''N''): '$) 
ACCEPT 3021 ANSR 
lCOST=O 
If(ANSR.EQ.NO)GO TO 667 
lr(hNSR.EQ.YES)GO TO 131 
ICm!Tl=ICONTl+l 
IF(ICONT1.GT.3)STOP 2 
TYPE 303,.ANSR 
Gu TO 132 
ICOST=1 
'I'YPE 113 
FORMAT(/' 13. E~TER THE CAPITAL COST PER UNit• 
/7X'(THREE INTEGER VALUES): ',$) 
ACCEPT 2C•2 1 CU.NIT 
IF(ICONT.GT.O)GO TO 300 
TYPE 114 
FOi-<1-!AT(/' 14. ENTER TtiE USEFUL LIFE OF THE UNIT' 
/7X'(THREE INTEGER VlLUES): ',$) 
ACCEPT 201 1 LIFE 
IF(ICUNT.GT.O)GO TO 300 
T'iPE 115 
POHMAT(/'.15. ENT~? TH~ DISCOUNT RATE, IN PERCENTAGg TERMS• 
/7X'CJNE HEAL VALUE): ' 1 $) 
ACCCPT 2041 DISCRT 
IF(ICONT.GT.O)GO TO 300 
TYPE 116 
¥0~~AT(/• 16. ENT~R THE SPARES RATIO, IN PERCENTAGE TERMS' 
/7X'(THREE RE~L VALUES:) ' 1 $) 
ACCEPT 202,SPARES 
IF(JCONT.GT.O)GO TO 300 
TYPE 117 
~ORMAT(/' 17. ENTER THE ANNUAL OPERATING COST PER UNIT• 
/?~'(THREE REAL VALUES:) ·,$) 
I.CCE?T 2021 UPER 
IF(!CONT.GT.O)GO TO 300 
TYPE 118 
FOR~1AT{/' 18. ENTER THE ANNUAL SCHEDULED MAINTENANCE HOURS • 
,·PER UNIT./7X'(THREE REAL VALUES): •,$) 
ACCEPT 202,HRSMNT 
IF(ICONT.GT.O)GO TO 300 
TYPE 119 
FOR~AT(/' 19. ENTER THE REPAIR WAGE R~TE• 
/7X'(THREE REAL VALUES): ',S) 
ACCEPT 202,WRATE 
IF(ICONT.GT.O}GO TO 300 
'l'YPE 120 
FORMAT(/• 20. ENTER ANNUAL PASSENGER VOLUME AT STATION• 
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.. 

21 

22 

25 
403 

410 

. 24 
294 

1 /7X'(ONE INTEGER VALUE): ',$) 
ACCEPT 203,PASSYR 
IF(ICONT.GT.O)GO TO 300 
GO TO 667 
1CUNT3=0 
TYPE 22 
FORMAT(/6X'ARE ANY OF THE GRAPHS TO BE ALSO PRINTED•, 

1 • DIRECTLY ON THE TERMINAL-'/6X'(ZERO FOR ''No•••, 
2 • OP THE GRAPH NUMBER (1,2,3,4 OR 5) FOR ''YEs••): •s> 

ACCEPT 403,PRINT 
FORMAT (I) 
1F(PRINT.EQ.O.OR.PRINT.EQ.4.0R.PRINT.EQ.S.OR.PRINT.EQ.6 

1 .OR.PRINT.EQ.7.0R.PRINT.EQ.S) GO TO 24 
1CONT3=ICONT3+1 
lf(ICONT3.GT.3) STOP 12 
TYPE 410 
FORMAT(5X.TH£ PREVIOUS 

1 j6X'PLEASE ANSWER WITH 
2 'EITHER 0, 1, 21 31 41 

GO TO 25 
'I'YPE 294 

RESPONSE wAS ',IS, 
ONE INTEGER VALUE', 
s: ·s > 

FO~~AT(6X.THE MODEL PRODUCES OUTPUT FILES SHOWING MEAN • 
1 ?'QU~UE LENGTH AND DELAY,'/6X'AND QUEUE LENGTH • 

..... AI.._ 

~ ,'DISTRIBUTIOK (AND COSTS IF INCLUDED}.• 
.3-•j·o:X"-'"'S·HfHlLD-··'l'HESE BE DISPLAYED ON THE TERMINAL AS WELL?' 
4 -, 6 x-.=-e-=-=-r"' • stt-~~"'-:.-r: • s > 

242 

201 
2G2 
20J 
204 
667 

571 

ACCEPT 302..-ANSR 
IPRlNT=-1 
IF(A~SR.EQ.YES)l?RINT=l 
IF(ANSR.EQ.NO)IPRINT=O 
IF(IPRINT.G~.O)GO TO 241 
lCOla=ICO.NT+1 , . _ 
I r( I C 0 NT. G T. 3 ) S.-i'·O.P.::_-.77 __ _ 
TYPE 3031 ANSR .. 
GO TO 242 
ICu~T3=0 
lF(ICONT.GT.O)GO TO 300 
f OiP~H (31) 
FQ;:MAT(3F) 
f'Of:MA'!'O) 
FOj.M.A.T(f) 
'l'YPE 671 
FORMAT(6X'wOULD YOU LIK~ TO SEE THE CURRENT IHPUT FILE?'/ 

1 ox·c··v·· oR ··N''>: ·s> 
o72 

ICONT3=0 . ·-- ... .. -·-·---·--
ACCEPT 302, ANSR 
IF(ANSR.EQ.NO)GO TO 674 

~----

'-....t-..,...H ( ANSR. EQ. YES) GO TO 673 
ICONT3=ICUNT3+1 
IF(ICONT3.GTo3)STOP 16. 
TYPE 3031 ANSR 

673 
1 

666 
1 
2 
3 
4 
5 
6 

GO TO 672 
TYPE 6661 N~1 ARRATE1 NARR,SRVBAR,MCBF,RPRBAR,TIMEND, 
DLYMAX,PRTIM,ALT,PROB,ISEED 
FORMAT(/,• 1. NUMBEH OF MACHINES IS ', 318, 
/ 1 ' 2. MEAN ARRIVAL RATE IS •, F10.2, 
1,• 3. NUMBER OF ARRIVALS IN GROUPS IS ·, 18, 
/ 1 " 4. MEAN S~RVICE TIME IS ·,3Fl0.2, 
I," 5. MEAN CYCLES bETWF.;N_.F U"LUR!'!:S .1:; --,-.na, 
/ 1 " 6. MEAN TIME TO R!"PAIR IS ' 1 3F10.i, 
I," 7. TIME TO END THE S!MUL_A!JON _:.f..f.l~.!.~{ 
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7 
8 
9 
A 
1$ 

670 
1 
2 
3 
4 
5 
6 
7 

669 

664 
1 

665 

668 
1 

674 

300 
301 

1 
30Si 
302 

/,' B. MAXIMUM DELAY TIME IS ',Fl0.2, 
11 ' 9. TIME AT WHICH ARRIVAL RATE CHANGES ' 1 Fl5.2, t,• 10. NEW 'MEAN ARRIVAL RATE ' 1 Fl0.2, 
/ 1 ' 11. ARRIVAL PP.OB~BILITIES ARE ' 1 3Fl0.2, /,' 12. RANDOM NUMBE~ SEED IS ' 1 111/) IF(ICOST.EU.O)GO TO 669 
TYPE 670,CUNIT,LIFE,DISCRT,SPARES1 0PER1 HRSMNT,WRATE,PASSYR FORMAT(/' 13. CAPITAL COST PER UNIT IS ' 1 3F10.2 I' 14. USEFUL LIFE IS •,JI8 
1· 15. DISCOUNT RATE IS ' 1 Fl0.21 '%' 
I' 16. SPARES RATIO IS ' 1 3(F10.21 't•) 
I' 17. ANNUAL UNIT OPERATING COST IS ' 1 3Fl0.2 t• 18. ANNUAL HOURS OF SCHEDULED MAINTENANCE IS ' 1 3F10.2 I' 19. REPAIR WAGE RATE IS ' 1 3Fl0.2 /' 20. ANNUAL STATION PASSENGER VOLUME IS ' 1 I9) IGR APH=PRINT-3 
IF(IPRINT.EQ.O)tYPE 664 
IF(IPRINT.EQ.l)TYPE 665 
FOkMAT(/6X'THE OUTPUT FILES WILL NOT BE DISPLAYED ON THE • , ''TERMINAL •) 
FORMAT(/6X'TUE OUTPUT FILES WILL BE DISPLAYED ON THE TERMINAL') TYPE 668, !GRAPH 
FONMAT(6X,'THE GRAPH DISPLAYED ON THE •, 
·T~RMINAL IS c·~o·· IF NONE): ',IS) 
IF(CHANGE.EQ.l)CHANGE=O 
IF(CHANGE.EQ.l)GO TO 888 
I C01-iT=1 
ICONTl=O 
TYPE 301 
FO~MAT(//' DO YOU WISH TO MAKE ANY CHANGES ?'1 /,' (••y•• OR ''N''): '$) 
ACCEPT 302, ANSR 
t-'OR"1AT(Al) 
IF(ANSR.EQ.NO.AND.CHANGE.EQ.l)GO TO 667 
lF(ANSR.~Q.NO) GO TO 888 
IF(ANSR.EQ.YES) GO TO 306 
I C(H!Tl=I C:ONTl+l 
1F(!CO~Tl.GT.3) STOP 2 
TVf'E 303, ANSR 

30l FORMAT(/,' THE PREVIOUS RESPONSE WAS •••, 1 Al,'''• PLEASE ANSWER ••y•• OR ''N'': •s> GO TO 309 
306 ICONT2=0 

TYPE 304 
304 FOP.MAT(6X'E~TER THE NUMBER OF THE QUESTION ~nu WISH • 1 ,'TO CHANGE•) 

IF(CHANGE.EQ.O)TYPE 311 
311 FURMAT(6X'(USE ''21'' 10 CHANGE REPORTS DISPLAYED ON • 1 ,'TERMINAL)-') 

TYPE 312 
312 FORMAT(' (ONE INTEGER VALUE): •$) 

CHANGE=l 
308 ACCEPT 203 1 1 

IF(I.LT.l.OR.I.GT.21) GO TO 305 
IF(.NOT.((I.GE.13 .AND. I.LT.21) .AND. ICOST.EQ.O))GO TO 678 CHANGE=O 
TYPE 675 

675 FO~MAT(' COSTS ARE PRESENTLY NOT INCLUDF.D IN THIS MODEL.' 1 ,• DO YOU WISH TO ADD COST DATA'?'/7X .. (••y" OR "N"):•,$) ICDNT3=0 
616 ACCEPT 302 1 ANSR 

A-25 



If(ANSR.EQ.NO)GO TO 300 
IF(ANSR.EQ.YES)GO TO 677 
ICOr>T3=ICONT3+1 
If(ICONT3.GT.3)STOP 15 
TYPE 3031 ANSR 
GO· TO 676 

677 iCONT=O 
ICOST=l 
CP.4~1G~:=O 
GO TO 13 

678 
305 

GO TO (1,2,3,4,5,6,7,8,9,10,111 121 131 141 151 161 17,18,191 201 21) 1 1 1CONT2=ICONT2+1 

310 
1 
2 

IF(ICONT2.GT.3) STOP 3 
TYPE 310 
FOHMAT(' THE PREVIOUS RESPONSE WAS ',IS, 
/,• PLEASE ANSWER WITH ONE INTEGER VALUE", 

'FP.OM 1 TO 12: '$) 
GO TO 308 

888 WP.ITE(9,666)NM,ARRATE1 NARR,SRVBAH,MCBF1 RPRBAR 
,TIMEND1 DLYMAX 1 PRTIM 1 ALT1 PROB 1 ISEED 
IF(ICOST.EQ.1)W~ITE(9,67n)CUNIT,LIFE,DISCRT,SPARES,OPER 
1 HRSMNT 1 WRATE,PASSYR 

1 

1 

1 
2 

l 

RP.TlllHJ 
END 
SUBROUTINE ENDING 
CD~MON/S4/I5 1 IMULT(\OOO),IQUE(1000) 1IUNIT(l000) 1LOC2(1000) 
COMMON/S5/N~1 ARRATE,UARR,SRVBAR 1MCBF,RPRBAR1 TIMEND1DLYMAX 
1 PRTIM1 ALT1 PROB,ISEED,LAST,ICOST1 IPRINT 
,CUNIT,LIFE,DISCRT,SPARES,OPER,HRSMNT,WRATE,PASSYR 
DIMENSION NM(3)1SRVBAR(3) 1 MCBF(3) 1 RPRBAR(3) 1 PROB(3) 1 CUNIT(3) 
,LIFE(3),0PER(3)1HRSMNT(3) 1 WRATE(3) 
UOUBLE PRECISION IFNX 
INTEGER ANSR;NO,YES1 QUE1 QL 1 PRINT,PUNIT 
IMTE~ER LSTAR(51) 1 STAR 1 BLANK1QSTAR1 QLSTAR(101)1 UNIT 
DATA YES 1 N0/1HY1 1HN/ 
DAT~ STAR/'*•/, 8LANKt• •1, QSTAR/'#'/ 
P!i--2=0 

w-----------------------------------------------------------------------
c 

c 
c ,. 
"' 
c 

WH ;::N THE t'ROGRAM ENDSr THE STATEf.H:NT 'STOP' APPEARS AT THE 
END UF !Hh TERMIHAL PRINTOUT. IF THE PROGRAM ENDS 
NURMALLY, THE •sTOP' ~ILL BE UN~CCOMPANIED BY ANY 
NUMBER. HOWEVER, AFTER SOME TYPES OF ABNORMAL ENDINGS, THE 'STOP' 
STATEME~TS WILL HAVE AN OCTAL NUMBER AFTER THEM. 
THESE NUMBERS ARE AS FOLLOWS: 

( STO!? - NORMAL END-OF-JOB) 

STOP 1 - MORE THAN THREE nAD RESPONSES TO THE QUESTION 
REGARDING ACCEPTING INPUT FROM THE TERMINAL 

C STUP 2 - MORE THAN THREE BAD RESPONSES TO THE QUESTION 
~ REGARDING MAKING CHANGES TO THE INPUT DATA ,. ... ,. ... ,. ... 
c 

STOP 3 - MORE THAN T·HREE flAD RESPONSES TO THE QUESTION 
HEGARDING THE NUMBER OF THE QUESTION TO BE 
CHANGED 

C STOP 4 - MORE THAN THREE SAD RESPONSES TO QUESTION 
· C REGARDING NEXT RECORD OF CURRENT DISK 
~ DATA FILE 
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c 
C STOP 5 - MORE THAN THREE BAD RESPONS~S TO THE QUESTION 
C REGARDING MAKING ANOTHER RUN 
c 
C STOP 6 - THE ARRAY 'BRK• CONTAI~ING 2500 RANDOM 
C NUMBERS IS BEING EXCEEDED 
c 
C STOP 7 - THE ARRAY 'RPR• CONTAINING 90 RANDOM NUMBERS 
C IS REING EXCEEDED 
c 
C STUP 10 - THE NUMBER OF MACHINES FOR A SERVICE UNIT 
C (NM(UNIT)) HAS GONE NEGATIVE 
c 
C STOP 11 - MORE THAN THREE BAD RESPONSES TO THE QUESTION 
C REGARDING DELEtiON OF DISK STORAGE FILES· 
c 
C STOP 12 - ~ORE THAN THREE BAD RESPONSES ~0 THE QUESTION 
C REGARDING CHOICE OF OUTPUT GRAPHING ROUTINES 
c 
C STOP 13 - MORE THAN THREE BAD RESPONSES TO THE QUESTION 
C REGA~DING ADDITIONAL PRINTOUT ON THE TERMINAL 
c 
C STOP 14 - MORE THAN THREE RAD RESPONSES TO THE QUES!ION 
C REGARD1NG PRINT NUMBER REPORT AND/OR UNIT NUMBER 
c 
c------------------------------------------~~-~------------------------

302 

301 
480 
520 
'202 

201 
400 

401 ,. ... ,. ... 
c 

LAST=O 
DO 2 1=11 51 
LSTAH(I )=DLANK 

2 CONTISUF. 
DO 3 1=11 101 
<JLS'l'AR(I)=BLANK 

j CCJNTINUE 
1CONT=l 
lCONTO=O 

1 

1 
2 

1 

SEE 

33 

GU 'I'u 33 
FOkMAT(lHl,• PASSNGR•,• AT ARRIVAL SERVICE',3X'DEL~Y', 

/,9X,'UNIT',4X,'TIME·,sx,·TIME',4X'TIME./) 
fO~NAT(lXI5,2X1 141 2X,3f8.11 2X51Al) 
FORMAT(lHl,' TIME',2X•ouF.uE•,4x,•At•,/7X.LENGTH U~IT.//) 

FOR~AT(lXI4,2(3K,l4),3X101Al) 

FOrtMAT(lH1,2~'TIME',' EVENT',6X.NEXT',7X•NEXT•,sx•NEXT• 
,4X'QU£UE'1 3X'MACHINES AT./19X.ARRIVAL',2X.DEPlRTURE' 
,2X'REPAIR',2X'LENGTH•,2x,•tN SERVICE UNIT./) 
FORMAT(lXF6.1 1 2XA5 1 3XF7.1 1 4XF7.1,2XF7.1,4XI41 5XI41 5X,I4) 
FOHMAT(lHl,' PASS UNIT ' 1 'ARRIVAL'1 2X.QUEUE'/15X•tlME•, 
4X, 'LENGTH'/) 
FOhM~T(lXI41 1X1 I413XF7.1,3XI4,3Xl0lll) 

IF ANY OTHER REPORTS ARE TO BE PRINTED ON THE TERMINAL 

ICONTl=O 
IF(lCONT.EQ.O)TYPE 20001 PUNIT 

200(1 f0RMAT(3X'UNIT ·,11,• INACTIVE OR NON-EXISTENT') 
'l'YPE 10. 

10 FORMA.T(/,' DO YOU WISH TO SEE ANY OTHER GRAPHS-',/, 
1 6X,.(ANSWER •·y~· OR ''N••): •,$) 

12 I.CCEPT 1, ANSR 
1 FOkMAT(Al) 

IF(ANSR.EQ.YES) GO TO 19 
IF(ANSR.EQ.NO) GO TO 9 
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ICOMT1=ICONT1+1 
IF(ICON1l.GT.3) STOP 13 
TYPE 3081 ANSR 
GO TO 12 

19 ICONT2=0 
IF(ICONTOGEQ.O)TYPE 901 

901 FORMAT(• GRAPHS CAN BE DISPLAYED ON THE TERMINAL IN • 

c 

1 ,'THEIR ENTIRETY'/"' OR IN A SHORT FORM CONSISTING OF EVERY• 2 ,· TENTH ENTRY. TO REQUEST'/' THE SHORT FORM, ADD 10 TO THE• 3 ,· GRAPH NUMBER (E.G., FOR THE SHORT FORM•j• OF GRAPH 4,• 
4 ,• TYPE ''1~'')'// 
5 ' TO STOP DISPLAY OF ANY PRINTOUT, TYPE CONTROL-o•J 6 ' c··o··, NOT ''ZERO''), THEN RESPOND ••y•• OR ••N•• TO THE•/ 7 ,• QUESTION ••no YOU WISH TO SEE ANY FURTHER PRINTOUTS?•••/ 8 ' (THIS QUESTION WILL NOT BE DISPLAYED ON THE TERMINAL)•) ICONTO=l 

ICONT=O 
TYPE 20 

20 FORMAT(/,· ENTER THE GRAPH NUMBER (1 1 21 31 4 OR 5)• 
1 ,/,' AND THE UNIT NUMBER (0=ALL,l,2 OR 3)-'1 / 1 2 ' (TWO INTEGER VALUES): •,$) 

C NOTE THAT THE VARIABLE 'PRINT• DOEsN•t GET TRANSFERRED BACK TO C THE MAlh ~OUTINE SO THERE IS NO WORRY ABOUT LOSING ORIGINAL 
C VALUES 
c 

255 ACCEPT 2l,PRINT,PUNIT 
21 FORMAT(21) 

IGRAPH=PRINT 
PRINT=PRINT+3 
JF(((PRiaT.GE.4 .AND. PRINT.LE.S) aOR. 

A (PHINT.Gt.l4 .AND. PHINT.LE.18)) .AND. 
1 (PU~IT.EQ.O.OR.PUNIT.EQ.l~OR.PUNIT.EQ.2.0R.PUNIT.EQ.3)) 
.t. GO TJ 23 

ICON'!'2=ICO~JT2+1 
IF(ICDNT2.GT.3) STOP 14 
TYPE 2Y 1 IGHAPli1 PUNIT 

29 FO~MAT(/,' THE PREVIOUS RESPONSE FOR PRINT ~AS •,!3, 
1 ' A~D UNIT wAS ',13,/,' PLEASE ANSWER 112,3,4•, 2 ' OR 5 FQR PRINT (OR 111 121 131 141 OR 15 FOR THE • 3 ,·sHURT-FORM PRINTOUTS) '/7X.AND 0,1,2,3 FOR UNIT: ·,$) 

GO TO 255 
!3 ISHORT=O 

IF(PRINT.GT.lO)ISHORT=l 
IF(PRINT.GT.lO)PRINT=PRINT-10 
PRINT=PRiflT-3 
GO TO (24,251 261 271 28) PRINT 

REPORT 1 ON THE TERMINAL 

24 LD=4+10*PUN!T 
RI::WIND LD 
P.EAD(LD1 302) 

1302 FORMAT(1H11 ' PASS AT A~RIVAL SERVICE DELAY •,/, 1 ' UNIT TIME TIME TIME •J) 
K=-1 

342 ~EAD(LD1 301 1 END:33)NPASS,UNIT,TIME,SERVTM,DELAY1 LSTAR lF(ICONT.EQ.O)TYPE 1302 
ICUNT=1 
IF(ISHORT.EQ.O)GO TO 241 
K=K+1 
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241 

34 

IF(K/10*10.NE.K)GO TO 342 
DO 34 J;11 38 
JF(LSTAR(l).EQ.STAR}GO TO 341 
CONTINUE 
1=38 
LSTAR(38)-=STAR 

341 
1301 

TYPE 1301, NP J.SS,UNIT, TlME,SERVTM,DELAY, (LSTAR(IJ ),IJ=l,I) 
FORMAT(lXI5,1XI2,3F8.1,1X,38Al) 

c 
c 
c 
25 

251 

30 

GO TO 342 

REPORT 2 ON THE TERMINAL 

IF{I5.EQ.O)GD TO 33 
K=-1 
DO 30 1=1,15 
IF(.NDT.(PUNIT.EQ.O .OR. PUNIT.EQ.IUNIT(I)))GO TO 30 
IF(ICDNT.EQ.O)TYPE 1480 
ICOtJT=l 
IF(lSHORT.EQ.O)GO TO 251 
K=K+l 
IF(K/lO*lO.NE.K)GO TO 30 
IJDEX=MINO(L0C2(1)1 55) 
QLSTAR(IJDEX)=QS~AR 
TYPE 15201 1MULT(I) 1 IQUE(I),JUNIT(I) 1 (QLSTAR(II),II=l,IJDE~) 
~LST1R(IJDEX)=BLlNK 
CONTINUE 
GO TO 33 

1480 
1520 

c 

FORMAT(lHl,• TIME QUEUE AT.,/,7X,.LENGTH UNIT./) 
FOR~AT(1X,I5,1X,14,2X,I21 2X,55Al) 

C R~?ORT 3 ON THE TERMINAL 
c 

26 fo::w li'1D 6 
TYPI:. 903 

903 FOHMAT(• WARNING-- GRAPH 3 CAN BE VERY LONG. TO STOP' 
1 ,• DISPLAY, TYPE CONTROL-a•) 

tiF:J..D(6 1 202) 
K=-1 

31 kSAD(6~2011 END=33) TlHE1 LABEL1 AR1 DP,RP1 QL,NMACH,UNIT 
lf(.NOT.(PUNIT.EQ.O .ORe PUNIT.EQ.UNIT))GO TO 31 
IF{ICONT.EQ.O)TYPE 202 
ICONT=l 
IF(ISHORT.EQ.O)GO TO 261 
K=K+l' 
IF{K/lO*lO.NE.K)GO TO 31 

261 TYPE 2011 TIME1 LABEL1 AR 1 DP1 RP 1 QL,NMACH,UNIT 
GO TO 31. 

C REPORT 4 ON THE TERMINAL 
c 
27 LD=7+10*PUNIT 

HEWIND LD 
·K=-1 
READ(LD,400) 

32 PEAD(LD1 401,END=33)NP2 1 UNIT,TMIN,QL1 QLSTAR 
IF(ICONT.EQ.O)TYPE 1400 . 
ICONT=l 
IF(ISHORT.EQ.O)GO TO 271 
K=K+l 
IF(K/lO•lO.NE.K)GO TO 32 

271 DO 37 1=1,49 
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IF(QLSTAR(I).EQ.QSTAR)GO TO 371 
37 CONTINUE 

I=49 
QLSTAR(49)=QSTAR 

3 71 TYPE 1401, NP2, UNIT, TH I N1 QL1 (QLSTAR (IJ ) 1 IJ=l1 I) 
GO TO 32 

c 
C REPORT 5 ON THE TERMINAL 
c 
28 LD=8+10*PUNIT 

HE\tiiND LD 
K=-1 
READ(LD 1 490) 

490 FORMAT(' DEPARTURS'1 13X'INITIAL',3X'TOTAL'/ 
1 ,3X'TIMR',5X'PASSENGER',4X.UNIT',5X.DELAY'/) 

2Ql READ(LD,309,END=33)TMIN,NPS,JFUNIT1 TDELAY,LSTAR 
309 fORMAT(lXF6.1 1 5XI51 9XI21 5XP7.1,2X51Al) 

281 

292 

2Q3 
1308 

14 (}lJ 
1401 

9 

4 
1 
2 

9d 

IF(ICONT.EQ.O)TYPE 490 
ICONT=l 
IF(ISHORT.EQ.O)GO TO 281 
K=K+l 
IF(K/lO*lO.NE.K)GO TO 291 
00 292 I=l, 30 
IF(LSTAR(I).EQ.STAR)GO TO 293 
CONTINUE 
1=30 
LSHR ( 30 )=STAP. 
TYPE 130~,TMIN,NPS1JFUNIT,TDELAY1 (LSTAR(IJ)1 IJ=l1 l) 
FOriMAT(1XF6.1,~XI5,9XI215XF7.1 1 2X30Al) 
GO TO 291 
FORMAT(lHl,' PASS UN ARRIVAL QUEUE'1 /7X'IT'1 3X,.TIME LENGTH~/) 
FORMAT(lX,I5,1X,I21 F7.1,1X 1 l41 1X,49Al) 
ICONT2=0 
TYPE 4 
FORMAT(/' DO YOU WISH TO MAKE ANOTHER RUN?'/ 
7X.(Tgrs WOULD DELETE ALL REMAINING CURRENT OUTPUT REPORTS)•/ 
bX.(ANSW~R ••y•• OR •• N.'): '$) 
ISl.lf.<E:=IPi<INT 
ACCEPT 1 1 ANSR 
!F(AnSR.EQ.YES) GO TO 5 
IF(l~SR.EQ.NO) GO TO 88 
I CO ~IT2= I CO "''T2+ 1 
lf(ICONT2.GT.3) STOP 11 
l'YPE 308 1 ANSR 

308 FORMAT(/,• THE PREVIOUS RESPONSE WAS •••, 
1 At,••·. PLEASE ANSWER ••y•• OR '•N••: '$) 

GO TO 98 
~ lF(ISURE.EQ.l)GO TO 51 

TYPE 294 
294 FORMAT(6X.IF YOU MAKE ANOTHER RUN, YOU WILL HAVE NO • 

1 ,'QUEUE LENGTH OR '/6X'COST OUTPUTS FROM • 
2 ,'THIS RUN (APART FROM THE GRAPHS) •• /6X'DO YOU STILL • 
3 ,'WISH TO MAKE ANOTHER RUN?'/7X'('•y•• OR ''N~'): '$) 

ISURE=l 
GO TO 98 

51 CLOSE(UNIT=4,DISPOSt=•DELETE') 
CLOSE( U NI ·r=6,DI SPOSE= •oELE TE ') 
CLOSE(UNIT=71 DISPOSE='DELETE•) 
CLOSE(UNIT=B,DISPOSE=•oELETE') 
CLOSE(UNIT=9,D!SPDSE=•DELETE•) 
CLOSE(UUIT=l41 DISPOSE='DELETE~) 



10 

40 

940 

41 

42 
942 

943 

83 

1 

1 

1 

CLOSE( U Nl '1'=17 ,DISPOSE= •o F.LETE •) 
CLOSE(UNIT=18,DISPOSE=•DELETE•) 
CLOSB(UNIT=241 DISPOSE='DELETE') 
CLGS~(UNIT=27,DISPOSE=·DELETE•) 

CLOSE(UNIT=281 DISPOSE='DELETE') 
CLDSE(UNlT=34,DISPOSE=•oELETE•) 
CLUSE(UNIT=37,DISPOSE=•oELETE•) 
CLOSE(UNIT=38 1 DISPUSE='DELETE•) 
Rl!:TURN 
LAST=l 
CLOSE(UNIT=4) 
CLDSE(UNIT=6) 
CLOSE(UNIT=7) 
CLOSF.(UNIT=S) 
CLOS!:;(UNIT=~) 

CLUSE(UNIT.::14) 
CLOSE(UlliT=17) 
CLDSE(UNIT=18) 
CLGSE:(UNIT=24) 
CLOSE(lJNIT=27) 
CLOSE( U NI 1'=28) 
CLOSE(UNIT=34) 
CLOSE(UNIT=37) 
CLOSE( U NI T=3 & ) 
ICONTl=O s---

IF(l5.EQ.O)GO TO 40. .__ ····- --·-· ·-·-·-· 

OPE ~HU NIT=S,f:o'ILE='FOROS. nAT• ;.DEVICE= ... DSKS• ,ACCESS=•SEQI NOUT•) 
UPE!~ (!JNIT::lS,FILt;= •u15. DA.T • ,DEVICE= 'DSKS ',ACCESS=•SEQINOUT •) 
D~EN(UNIT=25,FILE='U25.DAT.,DEVICE='DSKS',ACCESS=•SEQINOUT•) 

DPI:. N(U ~I T=35,FILE=•U35.DAT •, DEVICE~ "'DSKS • ,ACCESs=·SEQINOUT •) 
DO 90 LD=51 351 10 
\1 ~ IT E ( L I>, 48 0) 
lJO 01 1=11 15 
L;_j=S+lO* I UNIT (I) 
QLSTAR(LOC2(J))=STAR 
VRITE(LD,S2C)IMULT(I),IQUE(I),IUNIT(1) 1 

(GLSTAR(Il),Il=1,LUC2(1)) 
~RITS(5,520)1MULT(l) 1 1QUE(I),IUNIT(!) 1 
(ULSTAR(II),ll=l,LOC2(I)) 
GLSTAR(LOC2(l))=BLAHK 
CONTINUE 
CLOSE(UNIT=S) 
CLlJS~(UNIT=15) 
CLUS£{UNIT=25) 
CLOSE(UNIT=35) 

. ICO~Tl=O 
TYPE 940 --
FORMAT(6X.DO YOU,WISH TO SAVE THE CURRENT INPUT DATA?•/ 
6X'(ANSWErt ••y•• Ok ••N••): •,$) 
ACCEPT 11 ANSR 
lf{ANSR.EQ.NO)RETURF 
If(ANSR.EQ.YES)GO TO 42 
ICON'U=ICONTl+l 
IF(ICONTl.GT.3)STOP 15 
TVP£ 308, ANSR 
GO TO 41 
TYPE 942 
FDR~AT(6X.ENTER FILE NAME (UP TO 10 CHARACTERS): ;~s> 
ACCE:PT 9431 IFNX -
FOkMAT(AlO) 
OP£N(UNIT=56,FILE=IF~X,OEVICE=•osKS',ACCESS=•sEG!MQt~~-----
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WRITE(561 944)NM,ARRATE 1 NARR1 SRVBAR1 MCBF1 RPRBAR1 TIMEND 
1 1 DLYMAX,PRTIM1 ALT1 PROB1 ISEED 

944 FOHMAT(lX313/lXFb.2/1Xl3/1X3F8.2/1X316/lX3F8.2/1XF6.1 
1 /1XF8 .1/lXF 8.1/lXi'' B. 2/1 X3F6. 21 lXlll) 

lF(ICOST.EQ.l)WRITE(561 945lCUNIT,LIFE1 DISCRT,SPARES,OPER 
1 ,HRSMNT,WRATE1 PASSYR 

945 FORMAT(lX3f9.1/1X314/1XF4.1/lX3F5.2/lX3F9.1/1X3F5.1 
1 /lX3F6.2/lXI12) 

CLOSE(UNIT=56) 
Rr:TURN 
EtW 
SUaROUTINE CSTMOD(CUNIT,LIFE,DISCRT1 SPARES~OPER,HRSMNT,WRATE 

1 1 ?ASSYR,NM1 MCBF,RPRBAR 1 PROB,COST) 
DIMENSION COST(3,6),CUNIT(3),LIFE(3),SPARES(3),0PER(3},HRSMNT(3) 

1 ,~RATE(3) 1 NM(3),MCBF(3),RPRBAR(3),PROB(3) 
llOTEGER Pl~SSYR 

P..a. Tc=DISCRT /100. 
fJFIHC=O. 
DO 1 !=11 3 
PFRAC=PFRAC+PROB(I) 
IF(LI~E(I).EQ.O)GQ TO 1 
S?RPCT=SPARES(l)/100. 
CAPI~V=NM(I)•CUNIT(I) 

SPRI~V=CAPINV*SPRPCT 

PV=l. 
IF(RATE.LT •• Ol)GO TO 2 
PV=~ATE/(1.-(1./(l.+RA1E)**LIFE(i))) 

2 COST(I 1 l)=CAPINV*PV 
C03T(I 1 2)=SPRINV*PV 
COST(l1 3)=0P~R(l)*NM(l) 
COST(J,4)=HRSMNT(I)*~RATE(!)*~M(l) 

COST(1,5)=WkATE(I)*RPRBAP.(l)/360Q.*(PASSYR*PFRAC/~CBF(l)) 

COST(I,6)=0. 
lJ[l 3 J=1,5 

3 COST(I 1 6)=COST(l1 6)+COST(I,J) 
l CONTI~UE 

1-1 =-:TtHIN 
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A.2 LISTINGS FOR ANALYTICAL MODEL 

Main Program 
MAIN. 

Subroutines 

QMATRX 
RMATRX 
CMTRX1 
CMTRX2 
PIVECT 
MATMLT 
VECMLT . 
BEGIN 
INPUT 
ENDING 
CSTHOD 
MINV 
GELG 
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201 
202 
34 

1 

110 

32 

31 
10~1 

301 

351 

304 

2 
101 

102 

3 

1 
2 
3 

1 
2 
3 

1 

1 
2 

DIM~NSION Q(0:2,0:2) 1 R(0:2,0:2),LAMDA(0:2),PIX(0:2),XX(0:500) ,TEMP(0:2,0:2),ZERO(v:2,0:2),Cl(0:2,0:2),C2(0:2,0:2),SUM(0:2) 
,TEMP1(0:2,0:2),R1INV(0:2,0:2)1 LWV(3),~WV(3),A(0:2),X(0:500,0:2) ,U1(0:2),U2(0:2),PI(0:2)1 XC(O:S00,0:2) 1 QBARJ(0:5) 
DHlENSION CCl (0: 2,0 :2),CC2( 0 :2__,0: 2),F 1( 0:2),F2( 0:2),H(O: 2) ,RMU(0:2) 1 R2INV(0:2,0l2),TEMPA(0:2) 1 TEMP8(0:2) 1 TEMPC(0:2) ,TEMPZ(0:2,0:2) 1 UU(0:2 1 0:2),UU1(0:2,0:2),UU1MU(0:2) ,Y(0:2,0:2),Y1(0:2,0:2) 
DIME~SION COST(6) 
CmiMON IFIL NM,FRot~WH, N,ARR,SERVTM,MCBF ,MTTR 
,CUNIT,LIFE 1 DISCRT,SPARES,OPER,HRSMNT1 WRATE,PASSYR,ICOST DOUBLE PRECISION IFTLNM 
REAL LAMDA,MCBF,HTTP. 
INTEGER C,FROMWH,PASSYH 
DATA TOL,XTOL/.00001,.00~5/ 
DATA LI~IT,MAXIT/500,50000/ 
FROMWH=O 
CALL BEGIN 
FORMAT(1XI31 4F6.0) 
FORMAT(1X2F9.61 215) 
~RITE(6,20l)N,ARR,SERVTH,MCBF1 MTTR WRITE(61 202}XTOL,TOL,LIMIT,MAXIT 
SERV=3600./SERVTM 
C=N 
SIGMA=(3600./MTTH)/SERV 
THETA=l./MCBF 
DO 1 I=O,N 
LAMDA{I)=ARR/SERV 
~R.1TE(61 110}SIGMA1 THET~,LAMDA 
FORMAT(lX2F9.5,5X(F9.5)) 
DO 31 IC=l,C 
JC=JC 
CALL PI~ECT(~1JC,SIGMA,THETA,PI) 
~~o~m:·1=v. 
RHODEM=O. 
DO 32 J:O,N 
~HO~UM=RHONUM+PI(J)*LAMDA(J) 
RHOUE~=RHODEM+PI(J)*J 
i<hO=kHOt~ lJI!/ RHODEM 
WRITE(6,108)IC1 RH01 (PI(J) 1 J=0 1 H) 
FORMAT(I5,F7.4,5X7F7.4) 
~RITE(4,301)N,ARk,SF.RV,MCBF,MTTR 
FORMAT('lFARE COL~tCTION QUEUING ANALYSIS.// · 
• NUMdER OF UNITS = '1 12/• ARRIVAL RATE = • 
,F6.o,• /HR'/' SERVICE RATE= ',F6.o,• /HR'/' HCBF = • ,F6.ot• MTTH = •,F6.o,• SEC'} 
WRITE(7,302) 
DO 351 J=O,N 
wRITE(7,303)J,PI(J} 
~P.ITE(71 304 )RHO 
FORMAT(//• THE TRAFFIC INTENSITY IS •,F7.4) 
IP(RHO.GE.l.O)GO TO 30 
CALL QMATRX(Q1 N1 C,SIGMA1 THETA) 
DO 2 I=O,N 
WRITE(6 1 10l)(Q(I,J)1 J=01 N) 
FORMAT((1X7F7.4)) 
CALL RMATRX(R,LAMDA,N,TOL,MAXIT,Q,H1 Fl,F2,UU,UU11 UU1HU,RMU) WRITE(61 102) 
FORMAT( '0 •) 
DO 3 I=O,N 
wRITE(6,101)(R(I,J),J=O,N) 
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DO 4 I=0 1 N 
DO 5 J=0 1 N 

5 TEMP(l,J):R(I,J)*J+Q(l,J) 
4 tEMP(I 1 I)=TEMP(I1 I)-I-LAMDA(I) 

ClLL MATHLT(TEMP,N1 N1 R,N,ZERO) 
DO 6 I=O,N 

6 ZERO(I,I)=ZERO(l1 I)+L~MDA(l) 
W!HTE(6,102) 
DO 7 l=O,N 

7 wP.ITE(6 1 10l)(ZERO(I1 J) 1 J=O,N) 
C~LL CMTRXl(Cl1 C21 H1 Q1 R,SUM1 LAMOA,Y,Yl) 
WP.ITE(6 1 102} 
DO 26 I=O,N 

26 wPITE(6,10l)(Cl(I1 J) 1 J=O,N) 
WRITE(6,102) 
WRITE(6 1 l01)SUM 
DO 8 I=O,N 
C2(!1 0)=0. 
DO 8 J=O, N 
TEMP(I 1 J)=O. 
IF(J.EQ.I .oR. J.EQ.I+l)TEMP(I,J):Q(I,J) 
IF(J.EQ.I .AND. I.GT.O)TEMP(I,J)=TEMP(I1 J)+Q(I,I-l) 

IF(l.EQ.J)TEMP(I,J)=TEMP(I,J}-LAMDA(l) 
CALL MATMLT(Cl,N,N1 TEMP,N,TEMP1) 
DO 12 I=O,N 
DO 12 J=O,N 

)2 TEMP{I 1 J)=C2(I,J)+TEHP1(I,J) 
DO 9 I=O,N 
DO 10 J=O,N 

10 RliNV(I,J)~-R(I1J) 
9 RliNV(I,I)=RliNV(I 1 I)+l. 

wRITE(6,102) 
DO 27 1=0,~ 

27 ~RIT~(&,lOl)(RliNV(l 1J),J=O,N) 
CALL MINV(RliNV,N+l1 0 1 L~V,MWV) 
~RIT:;(6,102) 

D I) 9 9 I= (J I :J 
99 WRlT£(6,999)(HliNV(I 1 J),J=01 N) 
Y99 FOR~AT(1X7Ell.4) 

WRITt:(6,102) 
DO 28 I=O, N 

28 WRITE(6,101)(RllNV(I 1 J),J=O,N) 
DO 11 I=O,N 
TEMP(l 1 N)=SUM (1) 
A.(I)=O. 
DO 11 J=O,N 

11 TEMP(I,N)=TEMP(1 1 N)+RliNV(I1 J) 

DO 13 I=O,N 
DO 13 J=O,N 

13 TEMPl(I,J)=TEHP(J1 1) 
A(tO=l. 
f.:PS=5.E-~ 
lriRITE(6,102) 

103 FORMAT(1X7F9.4) 
WRI'l'E(6,1()2) 
DO 98 I=O, N 

98 wRIT~(6,999)(TEMP(I,J),J=O,N) 

WRI'l'E(6,102) 
DO 29 I=O,N 

29 WPITE(61 103)(TEHP(l1 J) 1 J=O,N} 
CALL GELG(A 1 TEMPl 1 N+l 1 1,EPS,IER) 
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DO 14 I=O,N 
14 X(N-1 1 1)=A(I) 

WRITE(6 1 102) 
WRITE(6,101)(X(N-l,I),l=01 N) 

CALL CMTRX2(N 1 Q1 R1 RllNV 1 X1 Ul,U2 1 LAHDA 1 LIMIT1 CCl,CC21 Y,Yl 

1 ,TEMPZ1 TEMP~1 TEMPB1TEMPC,R2INV) . 
DO 15 JJ=2,1l 

15 WRITE(6 1 l0l)(X(N-JJ1 I) 1 I=0 1 N) 
WRITE( 6,1 02) 
wRITE(6,104)(Ul(l),I=O,N) 
kRITE(6 1 104}(U2(1)1 I=01 N) 

104 FORMAT(1X7F9.4) 
XTOT=O. 
DO 16 J=O,N 
PIX(J)=O. 
DO 16 JJ=01 tl-1 
PIX(J)=PIX(J)+X(JJ,J) 

16 XTOT=XTOT+X(JJ,J) 
JJ=N-1 

17 IF(l-XTOT.LT.XTOL)GO TO 19 
IF(JJ.GE.LIMIT)GO TO 18 
JJ=JJ+1 
DO 2v J=O,N 
X(JJiJ)=O. 
DO 21 I=O,N 

21 X(JJ,J)=X(JJ,J}+X(JJ-1 1 I)*R(I 1 J) 

PIX(J)=PIX(J)+X(JJ,J) 
20 XTOT=XTOT+X(JJ,J) 

GO TO 17 
16 ~RITE(1 1 105)LIMIT 
105 FORMAT(' X DOES NOT SUM 10 ONE AFTER~,Is,- QUEUE LENGTH POINTS') 

19 ~RITE(71 305)JJ1 XTOT 
305 FO~MhT(///lXI4,' POINTS Of THE QUEUE LENGTH DISTRIBUTION• 

1 1• HkVE bEEN COMPUTED, FCR l TOTAL PROBABILITY OF ',F7.4) 

106 FOR~AT(lXI41 3XF7.4) 
QLFIAf<=O. 
QLSTDV=O. 
DO 36 l=v,t. 
QL8 AH:QLf;ft.R+Ul (!) 
lF(PIX(l).GE.XTOL)QLSTDV=QLSTDV+U2(I)-(Ul(I)**2/PlX(l)) 

36 COl\TH!UE 
QLSTDV:SQRT(QLSTDV} 
WP.lTE(4,306)QLBAR1 QLSTDV 

306 FORMAT(/• THE MEAN QUEUE LENGTH IS •,F7.2/ 
1 sx•wtTH A STANDARD DEVIATION OF ',F7.2) 

DLYB~R=QLBAR/ARR*3600. 

WRITE(41 310)DLYBAR 
310 FOkMAT(J• THE MEAN DELAY IS ' 1 F7.2,• SEC.') 

~QITE(71 101)(PIX(l)1 I=0 1N) 
WRITE(71 102) 
WRl TE:( 41 302} 

302 FORMAT(J•OPROBABILITY OF NU~BER OF UNITS AVAILABLE•tsx•NUMBER• 

1 ,• OF UNITS AVAILABLE•,!OX'PROBABILITY-) 
DO 35 J=O,N 

35 ·wRITE(4,303)J,PIX(J) 
303 FORMAT(l3XI21 25XF7.4) 

WJUTE(41 102) 
RHONUM=O. 
RHODEN=O. 
DO '37 J=O,N 
RHONUM=RHONUH+PIX(J)*LAMDA(J}· 



DO 14 I=0 1 N 
14 X(N-1 1 1)=A(I) 

WRITE(6,102) 
WRITE(6,101)(X(N-1,I) 1 1=01 N) 
CALL CMTRX2(N1 Q1 R,RllNV,X1 Ul1 U2 1 LAMDA 1 LIMIT1 CCl1 CC21 Y,Yl 1 ,TEMPZ,TEMPA1 TEMPB1 TEMPC,R2INV) . DO 15 JJ=2, N 

15 WRITE(6,101)(X(N-JJ,I) 1 1=0 1 N) 
WR.ITE(61 102) 
wRITE(6~104)(Ul(I),I=O,N) 
~RITE(6,104)(U2(I) 1 !=01 N) 104 FORMAT(1X7F9.4} 
X TUT=O. 
DO 16 J=O,N 
PIX(J)=O. 
DO 1 o JJ=01 ~J-1 
PI~(J)=PIX(J)+X(JJ,J) 

16 XTOT=XTOT+X(JJ,J) 
JJ=N-1 

17 IF(1-XTOT.LT.XTOL)GO TO 19 
IF(JJ.GB.LIMIT)GO TO 18 
J,J=JJ+l 
DO 20 J=O,N 
X(JJ.;J)=O. 
DO 21 I=O,N 

21 X(JJ,J)=X(JJ1 J)+X(JJ-1 1 I)•R(I 1 J) 
PIX(J)=PIX(J)+X(JJ,J) 

20 XTOT=XTOT+X(JJ1 J) 
GO TO 17 

18 ~RITE(7,105)LIMIT 
1~5 FORMAT(• X DOES NOT SUM 10 ONE AFTER~,rs,• QUEUE LENGTH POINTS•) 19 ~RITE(71 305)JJ,XTOT 
305 FORMAT(///1XI4,• POINTS OF THE QUEUE LENGTH DISTRIBUTION• 1 1• HAV!::: bEEN COMPUTED, FGR A TOTAL PROBABILITY OF •,F7.4) 106 fOR~AT(lXI41 3XF7.4) 

QLBAf<=O. 
QLSTDV=O. 
liD 36 I=v,r.. 
QLBAk=~LBAR+U1(1) 
lF(PIX(l).GE.XTOL)QLSTDV=QLSTrw+U2(I)-(Ul(I)**2/PIX(l)) 36 COZ>THUE 
QLSTDV=SQRT(QLSTDV) 
WRITE(4,306)QLBAR1 QLSTDV 

306 FORMAT(/• THE MEAN QUEUE LENGTH IS •,F7.2/ 1 sx•WITH A STANDARD DEVIATION OF ·,r7.2) 
DLYB~R=QLBAR/ARR*3600. 
WRITE(41 310)DLYBAR 

310 FORMAT(/• THE MEAN DELAY IS ·,F7.2,• SEC.•) 
h~ITE(71 101)(PIX(I)1 1=01N) wRITE(7.,102) 
WR1T~(41 302) 

302 FORMAT(/'OPROBABILlTY OF NUMBER OF UNITS AVAlLABLE./SX.NUMBER• 1 ,• OF UNITS AVAILABLE.,lOX'PROBABILITY•) 
DO 35 J=O,N 

35 ·wRITE(4,303)J1 PIX(J) 
303 FORMAT(13XI2,25XF7.4) 

WRITE( 41 102) 
RHONUM=O. 
RRODEN=O. 
DO 37 J=O,N 
RHONUM=RHONUH+PIX(J)*LAMDA(J) 



37 RHODEN=RHODEN+PIX(J)*J 
KHD=RHONUM/RHODEN 
WRITE(4,304)RHO 
JMAX=MIN0(9 1 .JJ} 
WRITE(4,307)(J,J=01JMA~) 

307 FORMAT(//20X' QUEUE LE~GTH -- PROBABILITY DENSITY'//4Xl0(5Xl2)) WRlT£(41 311) 
311 FORMAT(' •) 

DO 22 I=O,JJ 
XX (I )=0. 
DO 23 J=0 1 1' 
XC(l 1 J)=O. 
IF(PIX(J).LT.XTO~)GO TO 23 
XC(I,J)=X(I,J)/PIX(J) 
XX(I)=XX(!)+X(l,J) 

23 CONTINUE 
IF((l+l}/10*10.NE.(I+1})GO TO 22 
IM9=I-9 
~RlTE(4,112)IM91 (XX(J) 1J=IM91 I) 

112 FORMAT(3XI3 1 10(1X2PF5.1,.%')) 
308 FORMAf{lXI5 1 7XF6.4) 
22 wRITE(7,107)I,XX(l),(X(I,J) 1 J=O,N) 

IP1=IM9+10 
IF(JJ-IM9~GT.9)WRITE(41 112)1Pl,(XX(J),J=IP1,JJ) 

107 FORMAT(1XI4,4X2PF6.2,·~·,sx7(1X2PF6.2,•%•)) 
~~ITE(4,309)(J1 J=O,JMAX) 

309 FORMAT(//21X.QUEUE LENGTH -- CUMULATIVE PROBABILITY'//4Xl0(5XI2)) wR.ITE(4,311) 
WF:IT£(7,102) 
NULL=O 
WRITE(7,107)ftULL 1 XX(0) 1 (XC(O,J),J=O,N) 
QB AR=l.-XX (0) 
l.JO 39 J=O,N 

39 QPAaJ(J)=1.-XC(O,J) 
DO 24 I=l,JJ 
DO 25 J=O ,!~ 
XC(I,Jl=XC(l 1 J)+XC(I-1 1 J) 

25 Q~ARJ(J)=QBAHJ(J)+(l.-XC(I,J)) 
XX(I)=XX(I)+XX(I-1) 
QB~~=QBAR+(l.O-XX(l)) 
lf((l+l)/lO*lO.NE.(I+l))GO TO 24 
IM9=I-9 
WRITE(41 112}IH9,(XX(J),J=IM91 I) 

24 hRITE(7 1 107)I,XX(1) 1 (XC(I 1 J),J=01 N) 
1Pl=IM9+10 
IF(JJ-IM9.GT.9)WRITE(41 112)IP11 (XX(J) 1 J=IP1 1 JJ) 
~RITE(7,401)QBAR1 QBARJ . 

401 FOR~AT(• THE COMPUTED MEAN QUEUE LENGTH rs•,F7.2/5X7F8.2) 
GO TO 33 

30 wRITE(6,109) 
\-IRIT~(4 1 109) 

109 FORMAT(• TH~ QU~UE IS NOT STABLE') 
WRITE(4,304)f<HO 

33 IF(lCOST.EQ.O)GO TO 38 
CALL CSTMOD(CUNIT,LIFE,DISCRT,SPARES,OPER,HRSMNT,WRATE 1 1 PASSYR 1 N1 MCBF1 MTTR,COST) 
WRITg(4 1 1ll)COST 

111 FORMAT(/15X'-- COSTS --·1 
1 /7X.ANNUlLIZED CAPITAL COST•,TJ5,'$',F9.2 
2 /7X'ANNUALIZED SPARES COST' 1 T35 1 '$'1 F9.2 
3 /7X'UPERATING COST.,T35,'$•,F9.2 
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4 /?X•scHEDULED MAINTENA~CE cosr•,TJS,•s•,F9.2 
5 /7X•coHRECT!VE R~PAIR COST.,T3S,•s•,F9.2 
6 J/7x•roTAL cosr·,T34,·s·,Ft0.2> 

38 CALL ENDING 
1F(PROM~H.LT.2)GO TO 34 
STOP 
END 
SUBROUTINE QMATP.X(Q,N,C,SIGMA1 THETA) 
DIMENSION Q{O:N,O:N) 
INTEGER C 
DO 1 I=O,U-1 
Q(I,I+l)=MINO(C1 N-I)•SIGMA 

1 Q(l+l,I)=(I+l)*THETA 
DO 2 1=11 N-1 

2 Q(I,l)=-{Q(I,I-l)+Q(I,I+l)) 
Q(O,O)=-Q(O,l) 
Q(N,N)=-Q(N,N-1) 
RETURN 
END 
SUBROUTINE RMATRX(R1~AMDA1 N1 TOL 1 MAXIT1Q,H1 F11 F21 U,Ul1 UlMU1 RMU) DIMENSION R(O:N,O:N),LAMOA(O:N),H(O:N),Fl(O:N),F2(0:N) 1 ,U{O:N,O:N),U1(0:N,O:N) 1 UlMU(O:N) 1 RMU(O:N) 1 Q(O:N,O:N) 
REAL LUWA 
ITS=O 
DO 16 I=O,~J 
DO 16 J=0 1 N 

16 R(l~J)=O. 
DO 1 I=O,N 

1 H(I)=LAMDA(I)+l-Q(l1 1) 
DO 2 I=l,N 
Fl(I)=Q(l1 1-l)/H(I-1) 

2 F2(I)=Q(I-11 1)/H(l) 
3 DO 4 I=0 1 N 

DO 4 J=O,N 
4 U(l,J)=R(I1 J)*J/H(J) 

DO 5 I=l,N 
U(l,I-l)=U(I,I-l)+Fl(I) 

5 U(l-l1 I)=U(I-l,I)+F2(I) 
DO 6 1=01 1< 
DO 6 J=O,N 
Ul{I,J}=O. 
DO 6 K=O,r: 

6 Ul(I,J)=Ul(i1 J)+R(l1 K)•U(K1 J) 
DO 7 I=O,N 

7 U1(I1 I)=Ul(l,I)+LAMDA(I)/H(I) 
ITS=ITS+l 
ERR=O. 
DO 8 I=O,f.J 
DO 8 J=O, N 

8 ERR=AMAXl(ERR,ABS(Ul(I1 J)-R(I,J))) 
IF(ERR.LE.TOL)GO TO 11 
IF(ITS.LT.HAXIT)GO TO 9 
WRITE(6,101)MAXIT 

101 FORMAT(• NO CONVERGENCE AF!ER.,I4,· ITERATIONs.•) 
GO TO 11 

9 DO 10 I=O,N 
DO 10 J=O,N 

10 R(l1 J)=Ul(l,J) 
GO TO 3 

11 WRITE(6 1 102)ITS 
102 FORMAT('O•,lOXI5) 
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GO TO 14 
DO 20 I=O,N 

20 ' WRITE(61 103)(R(I1 J} 1 J:O,N) 
103 FORMAT(1X7F7.4) 

DO 12 I=O,N 
RMU(J):O. 
UlMU(I):O. 
DO 12 J:l,N 
RMU(I)=P.MU(I)+R(I,J)*J 

12 U1MU(l)=UlMU(I)+Ul(l1 J)*J 
ISSAME=O 
DO 13 I=O,N 
lF(UlMU{l).EQ.RMU(l))GO lO 13 
ISSAME=l 
TEMP=(LAMDA(l}-UlHU(I))/(RMU(l)-UlMU(l)) 
DO 13 J=01 N 
R(l,~)=Ul(l1J)+TEMP*(R(I,J)-Ul(I1J)) 

13 CONTINUE 
lF(ISSAMg.gQ.O)GO TO 14 
RETURN 

14 DO 15 I=O,N 
DO 15 J=O,N 

15 R(I,J)=Ul(I,J) 
RETURN 
Et.ID 
SUBROUTINE CMTRXl(Cl,C2,N,Q1 R,SUM,LAHDA,Y,Yl) 
DIMENSION Cl(O:N,O:U},C2(0:N,O:N),Q(OfN,O:N),R(O:N,O:N) 1 SUM(O:N) 

1 ,Yl(0:!'11 0:N)1 Y(O:N1 0:N) . 

f\EAL LA~DA(O:N) 
DO.l l=O,N 
SUM (I )=0. 
DO 1 J=01 ~ 
C2(l,J)=C. 
Q IJ=Q (l,J) 
IF(I.EQ.N .AND. J.EQ.N-l)QIJ=QIJ-THETA 
IF(l.EQ.N .AND. J.EQ.N)QIJ=QIJ+THETA 
Cl(I,J)=-(QIJ+R{I,J)*J)/LAMDA(J} 
lf(l.~E.J)GO TU 1 
C2(l 1 J)=l. 
Cl(I,J)=Cl(I1 J)+(l.+AMINO(N-l1 J)/LAHDA(J)) 

1 SUM(I}=SUM(I)+Cl(I,J) 
IF(~.EQ.2)RETURN 

JJ=3 
2 WRITE(6,101)JJ 
101 FORMAT(1Xl3) 

DO 6 1=0,),1 
6 ~RITE(61 102)(Cl(I1 J) 1J=O,N) 
102 FORMAT((1X6F7.4)) 

DO 1 l=O,rJ 
DO 1 K=01 N 
Y( 1,1.0=0. 
DO 1 J=O,N 
QJI<=Q(J,K) 
IFlJ.LE.N-JJ+l)GO TO 1 
IF{J. EQ. K)QJK=QJK+(J-O~·sJJ+l) )*THETA 
If(J.EQ.K+l)QJK=QJK-(J-(N-JJ+l))*THETA 

7 Y(I 1 K)=Y(I 1 K)+Cl(I,J)*QJK 
DO 3 I=O,N 
DO 3 J=O,N 

3 Y(l1 J)=Y(I1 J)-Cl(I,J)*(LAMDA(J)+AMINO(N-JJ+l,J)) 
DO 4 l=O,N 
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DO 4 J=O, N 
Yl(I,J)=(-Y(l 1J)-C2(1 1 J)~AMINO(N-JJ+21J))/LAMDA(J) 4 SUM(l)=SUM(I)+Yl(I,J) 
DO 5 I=C,N 
DO 5 J=O,N 
C2 (I ,J) =Cl( I,J) 

5 Cl(l,J)=Yl(I,J) 
JJ=JJ+l 
IF(JJ.LE.N)GO TO 2 
RETURN 
END 
SUBROUTINE CMTRX2(N,Q,R1 RliNV1 X,Ul,U21 LAMDA,LIMIT1 Cl1 C2,Y1 Yl 

1 1 TEMP1 1 TEMPA1 TEMP81 TEMPC,R2INV) 
DIMENSION Q(O:N,O:U) 1 R(O:N,O:N) 1 RliNV(O:N1 0:N)1 Ul(O:N) 

1 ,U2(0:N) 1 X(O:LIMIT,O:N) 1 LAMDA(O:N) 
DIMENSION Cl(O:N,O:N) 1 Y(O:N,O:N) 1 Yl(O:N,O:N) 

1 1 TEMPl{O:N,O:N),TEMPA(O:N),TEMP8(0:N),TEHPC(O:N) 
DIMENSION R2INV(O:~,O:N),C2(0:N,O:~) 
REAL LAMDA 
DO 1 I=01 N 
DO 1 J=0 1 N 
C2(I,J):O. 
QIJ=Q(l,J) 
IF(I.EQ.N .AND. J.EQ.N-l)QIJ=QIJ-THETA 
lF(I.EQ.N .AND. J.EQ.N)QIJ=QIJ+THETA 
Cl(l 1J)=-(QIJ+R(I 1J)~J)/LAMDA(J) 
IF(I.N~.J)GO TO 1 
C2(l,J}=l. 
Cl(I,J)=Cl(I,J)+(l.+AMINO(N-11 J)/LAMDA(J)) 

1 CONTINUE 
DO 2 J=O,N 
X(N-2,J)=O. 
DO 3 1=0 1 ~ 

3 X{N-2,J}:X(N-2,J)+X(N-1 1 I)-Cl(I,J) 
Ul(J)=(N-2)*X(N-2,J) 

2 U2(J)=(N-2)*Ul(J) 
IF(N.~Q.2)GO TO 9 
JJ=3 

4 DO 16 !=01 ~ 
DO 16 K=0 1 tJ 
'i(I 1 K)=O. 
DO 16 J=O,N 
QJK=Q(J,K) 
IF(J.LE.N-JJ+l)GO TO 16 
IF(J.EQ.K)QJK=QJK+(J-(N-JJ+l))*THETA 
lF(J.EQ.K+l)QJK=QJK-(J-(N-JJ+l))*THETA 

16 Y(l 1K)=Y(I1 K)+Cl(I,J)~QJK 
DO 5 l=O,N 
DO 5 J=O,~ 

5 Y(l 1 J):Y(I 1 J)-Cl(I,J)*(LAMDA(J)+AMINO(N-JJ+11 J)) 
DO 6 J=0 1 N 
X(N-JJ1 J)=O. 
DO '1 I=O,~ . 
Yl(I,J)=(-Y(I,J)-C2(l,J)*AMINO(N-JJ+21 J))/LAMDA(J) 

7 X(N-JJ,J)=X(N-JJ,J)+l(N-1,T)*Yl(l1 J) 
Ul(J)=Ul(J)+(N-JJ)*X(N-JJ,J) 

6 U2(J)=U2(J)+(N-JJ)*Ul(J) 
DO 8 I=01 N 
DO 8 J=O,N 
C2(11 J):Cl(11 J) 

8 Cl(l,J)=Yl(I,J) 
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9 

11 

10 

12 

14 
13 

15 

1 

2 
3 
4 

1 

1 

JJ=JJ+1 
IF(JJ.LE.N)GO TO 4 
CALL MATHLT(R1INV,N,~1 R1INV1 N1 R21NV) 
DO 10 I=O,N 
DO 11 J=O,N 
TEMP1(1 1 J)=-(N-2)*R(I1 J) 
TEMPl(I,I)=TEMPl(I,I)+(N-1) 
TEMPA(l):~(N-1,1) 
CALL VEC~LT(TEMPA1 N1 R2INV1 N1 TEMPB) 
CALL VECMLT(TEHPB1 N1 TEMP1 1 N1 TEMPA) 
DO 12 I=O,N 
Ul(I)=Ul(l)+TEHPA(l) 
DO 1~ r:o,N 
DO 14 J=O,N 
TEMP1(1 1 J)=(N-2)**2*R(l1 J) 
TEMP!( I, I)=TEHPl (1, I)- ( (2. *N-6. )*N+3.) 
CALL VECMLT(TEMPB,H 1 RliNV 1 N,TEMPA) 
CALL VECMLT(TEMPA1 N,TEMP1 1 N1 TEMPB) 
CALL VECHLT(TEMPB1 N1 R1 N,TEMPC) 
DO 15 I=O,N 
U2(I)=U2(I)+(TEMPC(I)+(N-1)**2*TEMPA(l)) 
RETURN 
END 
SUBROUTINE PIVECT(N,C,SIGMA,THETA1 Pl) 
DIMENSION PI(O:N) 
INTEG!::R C 
PI(O)=l. 
SUM=l. 
CST=C*SIGMA/THETA 
DO 1 J=l, N-C+l 
Pl(J)=Pl(J-l)*CST/J 
SUM=SUM+PI(J) 
IF(C.LE.1)GO TO 3 
DO 2 J::;-C+2, N 
PI(J)=PI(J-l)*CST*(l.-(J-(N-C+l))/FLOAT(C))/J 
SUM=SUM+PI (J) 
DO 4 J=O, ~~ 
PI (J)=PI(J )/SUM 
RETUF'.N 
END 
SUBROUTINE MATMLT(A1 I,J1 B1 K1 C) 
DIMENSION A(O:I,O:J),B(O:J,O:K),C(O:I,O:K) 
DO 1 11=01 ! 
DO 1 KK=0 1 K 
C(II,KK)=O. 
DO 1 JJ=O,J 
C(II1 KK)=C(ll1 KK)+A(II 1 JJ)*B(JJ1 KK) 
RETURN 
END 
SUBROUTINE VECMLT(A1 11 B1 J 1 C) . 
DIMENSION A(O:I)~B(O:l~O:J),C{O:J) 
DO 1 JJ=O,J 
C(JJ)=O. 
DO 1 II=01 1 
C(JJ):C(JJ)+A(II)*B(II,JJ) 
RETURN 
END 
SUBROUTINE BEGIN 
COMMON IFILHM1 FRO~WH,NM,ARRATE,SRVBAR,HCBF1 MTTR 

1 ,CUNIT,LIFE,DISCRT,SPARES,OPER,HRSMNT,WRATE1 PlSSYR1 ICOST 
REAL MCBF,MTTR 
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101 
1 
102 

103 

2 
104 

105 

1C6 
7-

107 

3 

4 

5 
t) 

1 

1 

1 
101 

1 

2 
102 

1 

3 

INTEGER FROMWH1 YES1 N01 ANS,PASSYR 
DOUBLE PRECISION IFILNM 
DATA ~ES,N0/1HV,lHN/ 
OPEN(UNIT=4 1 FILE='FOR04.DAT' 1 DEVICE='DSKS'1 ACCESS='SEQINOUT') 
OPEN(UNIT=61 FILE='FOR06.DAT'1 DEVICE='DSKS'1 ACCESS='SEQINOUT•) 
OPEN(UNIT=7,FILE='FOR07.DA~·,DEVICE='DSKS.,ACCESS='SEQINOUT•) 
IF(FROMWH.EQ.l)GO TO 1 
ICOST=O 
TYPE 101 
FORMAT( • ACCEPT INPUT FP.OM TERMINAL ?•J6X•( "Y" OR "N••) ; •s> 
ACCEPT 1021 ANS 
FOR~AT(Al) 
IF(ANS.EQ.YES)GO TO 5 
IF(ANS.EQ.NO) GO TO 2 
TYPE 103 
FORMAT(.OTYPE EITHER Y OR N. TRY AGAIN. •s> 
GO TO 1 
TYPE 104 
FORMAT(/' ENTER INPUT FILE NAME (UP TO 10 CHARACTERS): •s) 
ACCEPT 105,IFILNM 
FORMAT(AlO) 
OPEN(UNIT=55,FILE=IFILNH,DEVICE=•nsKS•,AcCESS=•seQIN•) 
TYPE 106, IFILNM 
FORMAT(/' THE INPUT FILE IS: ' 1 110) 
READ(55 1 *)NM1 ARRATE1 SRVBAR1 MCBF 1 MTTR 
TYPE 107 
FOR~AT(/' ARE COSTS INCLUDED IN THIS RECORD?• 
/6'1.' c··v·· oR ··N··>: ·s> 
ACCEPT 1021 ANS 
If(ANS.EQ.NO)GO TO 6 
IF(ANS.EY.YES)GO TO 4 
TYPE 103 
GO TO 3 
~EAD(55 1 *)CUNIT1 LIFE1 DISCRT1 SPARES10PER 1HRSMNT,WRATE1PASSYR 
ICOST=l 
GO TO 6 
C .~LL I UPU'l' 
FRIJMWH=l 
RETURN 
t:ND 
SIJBRDUTIN~: INPUT 
COMMON IFILNM,FROMWH1 NM 1 ARRATE1 SRVBAR,MCBF1 MTTR 
1 CUNIT1 LIFE 1 DISCRT, SPARES, OPER,HRSMtlT ~WRATE1 PASSYR1 I COS 'I' 
INTEGER FROMWH1 CHANGE1 ~ES1 N01 ANSR1PASSYR 
REAL MCBF,MTTR 
DOUBLE PRECISION IFILNM 
DATA YF.S1 N0/1HY 1 1HN/ 
CHANGE=O 
ICONT=O 
IF(FROMWH.GT.O) GO TO 667 
TYPE 101 
FORMAT(/• 1. ENTER NUMBER OF MACHINES•, 
1• (ONE INTEGER VALUE): •$) 
ACCEPT 2011 NM 
IF(ICONT.GT.O) GO TO 300 
TYPE 102 
FORMAT(/' 2. ENTER MEAN ARRIVAL RATE PER HOUR-·,/, 
' (ONE REAL VALUE): •$) 
ACCEPT 2021 ARRATE 
IF(ICONT.GT.O) GO TO 300 
TYPE 103 
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103 
1 

4 
104 

1 

5 
105 

1 

401 

132 

131 
6 
106 

7 
107 

8 
lOo 

9 
109 

10 
110 

11 
111 

1 

1 

1 

1 

1 

1 

FORMAT(/' 3. ENTER MEAN SERVICE TIME IN SECONDs-·, 
/,• (ONE REAL VALUE): r$) 
ACCEPT-~02, SRVBAR 
IF(ICONT.GT.O) GO TO 300 
TYPE 104 
FORMAT(/' 4. ENTER MEAN CYCLES BETWEEN FAILUREs-•, 
J,• (ONE REAL VALUE): ',S) 

ACCEPT 2021 MCBF 
lF(ICONT.GT.O} GO TO 300 
TYPE 105 
FORMAT(/' 5. ENTER MEAN TIME TO REPAIR IN SECONDs-·, 
/,• (ONE REAL VALUE): •,$) 
ACCEPT 2021 MTTR 
IF(ICONT.GT.O) GO TO 300 
TYPE 401 
FORMAT(//7X'DO YOU WISH TO INCLUDE COSTS IN THIS RUN?' 
/7 X • ( "Y.. OR .. N ") : • S) 
ACCEPT 302,ANSR 
ICOST=O 
IF(ANSR.EQ.NO)GO TO 667 
IF(ANSR.EQ.YES)GO TO 131 
ICONT1=ICO.NT1+1 
IF(ICONT1.GT.3)STOP 2 
TYPE 303, ANSR 
GO TO 132 
lCOST=l 
TYPE 106 
FORMAT(/' 6. ENTEk THE CAPITAL COST PER UNIT• 
/7X•(ONE R~AL VALUE): ',$) 
ACCEPT 202,CUNI'l' 
·IF(ICONT.GT.O)GO TO 300 
TYPE 107 
FORMAT{/' 7. ENTER THE USEFUL LIFE OF THE UNIT• 
/7X'(O~E INTEGER VALUE): •,$) 
ACCEPT 2011 LIFE 
IF(ICONT.GT.O)GO TG 300 
TYPE 108 
FORMAT{/' 8. ENTER THE DISCOUNT RATE, IN PERCENTAGE TERMS' 
/7X.(ONE R~AL V~LU~): ',$) 
ACCEPT 2041 DISCRT 
IF{ICONT.GT.O)GO TO 300 
TYPE 109 
t'Of<MAT(r 9. Er.TER THE SPARES RATIO, Hl PERCENTAGE TERMs• 
/7X.(ONE REAL VALUE:) ·,$) 
ACCEPT 2021 SPARES 
IF(ICONT.GT.O)GO TO 300 
TYPE 110 
FOR~AT(/' 10. ENTER THE ANNUAL OPERATING COST PER UNit• 
/7X.(ONE REAL VALUE:) ' 1 $) 
ACCEPT 2021 0PER 
IF(ICONT.GT.O)GO TO 300 
TYPE 111 
FORMAT(/' 11. ENTER THE ANNUAL SCHEDULED MAINTENANCE HOURS • 

1 ,«PER UNIT'/7X'(ONE REAL VALUE); •,$) 
ACCEPT 2021 HRSMNT 

12 
112 

1 

IF(ICONT.GT.O)GO TO 300 
TYPE 112 
FORMAT(/• 12. EMTER THE REPAIR WAGE RATE• 
/7X•(oNE REAL VALUE): •,$) 
ACCEPT 2021 WRATE 
IF(ICONT.GT.O)GO TO 300 
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13 
113 

201 
202 
203 
204 
667 

671 

672 

673 

1 

1 

666 
1 
3 
4 
5 

670 

TYPE 113 
FORMAT(/• 13. ENTER ANNUAL PASSENGER VOLUME AT STATION• /7X.(ONE INfEGE~ VALUE): •,$) 
ACCEPT 2031 PASS!R 
IF(ICONT.GT$0)GU.TO 300 
GO TO 667 
FORMAT (I) 
fo'ORMAT(F) 
FORMAT (I) 
FORMAT( F) 
TYPE 671 
FORMAT(6X.WOULD YOU LIKE TO SEE THE CURRENT INPUT FILE?"/ 6x·c··y·· oR ··N··>: ·s> 
ICONT3=0 
ACCEPT 3021 ANSR 
IF(ANSR.EQ.NO)GO TO 674 
lF(ANS~.EQ.YES)GO TO 673 
ICOW!'3=ICONT3+1 
IF(ICONT3.GT.3)STOP 16 
TYPE 303 1 ANSR 
GO TO 672 
TYPE 666, NM, ARRATE,SRVBAR,MCBF 1 MTTR 
FORMAT(/1 ' 1. NUMBER OF MACHINES IS •, I81 /,• 2. MEAN ARRIVAL RATE IS •, Fl0.21 
/,~ 3. MEAN SERVICE 7IME IS •,F10.21 1,• 4. MEAN CYCLES BETWEEN FAILURES IS •,F9.0, 1,• 5. MEAN TIME TO REPAIR IS •,F10.2) 
IF(ICOST.EQ.O)GO TO 674 
TYPE 670,CUNIT~LIFE,DISCRT,SPARES1 0PER1 HRSMNT1 WRATE,PlS~YR FORMAT(/• 6. CAPITAL COST PER UNIT IS •,F10.2 . 1 1• 7. USEFUL LIFE IS •,18 

2 1• 8. DISCOUNT RATE IS •,F10.2,•t• 
3 1• 9. SPARES RATIO IS •,F10.2,•t• . 4 1• 10. ANNUAL UNIT OPERATING COST IS •,F10.2 
5 t• 11. ANNUAL HOURS OF SCHEDULED MAINTENANCE IS •,F10.2 6 1• 12. RF.PAIR WAGE RA!E IS ' 1 Fl0.2 

674 
7 t• 13. ANNUAL STATION PASSENGER VOLUME IS •,19) 

IF(CHA~GE.EQ.l)RcTUP.~ 

300 
301 

1 
309 
302 

303 
1 

306 

304 
1 
2 

308 

ICONT=l 
ICONTl=O 
TYPE 301 
FORMAT(//• DO YOU WISH TO MAKE ANY CHANGES 1•, t,• ('•y•• OR ••N••): •s> 
ACCEPT 3021 ANSR 
FORMAT(Al) 
IF(ANSR.EQ.NO.AND.CHANGE.EQ.l)GO TO 667 
IF(ANSR.EQ.NO) RETURN 
IF(ANSP..EQ.YES) GO TO 306 
ICONT1=ICONT1+1 
IF(ICONTl.GT.3) STOP 2 
TYPE 303, ANSR 
FORMAT(/,• TRE PREVIOUS RESPONSE WAS •••, Al,•••. PLEASE ANSWER ••y•• OR ••N••l •$) 
GO TO 309 

·ICONT2=0 
CHANGE=l 
TYPE 304 

. FORMAT(• ENTER THE NUMBER OF THE QUESTION YOU WISH • ,·To CHANGE•/ 
(ONE INtEGER VALUE): •s> 

ACCEPT 2031 1 
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675 

IF(.NOT.(I.GE.l.AND.I.LE.13))GO TO 305 
IF(.NOT.((I.GE.6 .AND. I.LE.13) .AND. ICOST.EQ.O))GO TO 67B 
CHANGE=O 
TYPE 675 
FORMAT(' COSTS ARE PRBSENTLY NOT INCLUDED IN THIS HODEL.• 

1 ,• DO YOU WISH TO ADD COST DATA?'/7X•(••y•• OR ••N••):•,$) 
ICONT3=0 

676 

677 

678 
305 

310 
1 
2 

l(tl 

1 
102 

103 

2 

104 

3 

4. 

5 
105 

1 

1 

1 

ACCEPT 3021 ANSR 
IF(~NSR.EQ.NO)GO TO 300 
IF(ANSR.EQ.YES)GO TO 677 
ICmJT3=ICONT3+1 
IF(ICONT3.GT.3)STOP 15 
TYPE 303,ANSR 
GO TO 676 
ICONT=O 
ICOST=l 
CHANGE=O 
GO TO 13 
GO TO (1,21 31 41 5,61 71 81 91 10,11,12,13)1 1 
ICONT2=ICONT2+1 
IF(lCONT2.GT.3) STOP 3 
TYPE 310 
FORMAT(' THE PREVIOUS RESPONSE WAS ·,rs, 
J,• PLEASE ANS~E~ ~ITH ONE INTEGER VALUE', 

•FROM 1 TO 12: •s> 
GO TO 308 
END 
SUBROUTINE ENDING 
CQM~ON IF1LNM,FROMWH,NM,JRRATE1 SRVBAR1 MCBF1 MTTR. 
,CUNIT1 LIFE1 DISCRT1 SPARES1 0PER1 HRSMNT1 WRATE1 PASSYR1 ICOST 
REAL MCBF,MTTR 
INTEGER FROMWH 1 YES,N01 ANS,PASSYR 
DOUBLE PRECISION IFILNM 
DATA YES,NO/lHY,lllN/ 
FROMriH=2 
TYPE 101 
FORMAT(.DDD YOU WISH TO MA~E ANY FURTHER RUNS?• 
/6X' (A~SWER ••y•• OR ••N••) •,$) 
ACCEPT 102, I.NS 
FOFd-!AT(.U) 
IF(A~S.EQ.YES)GO TO 2 
IF(ANS.EU.NO)GO TO 9 
TYPE 103 
FORMAT(.OTYPE EITHER Y OR N. TRY AGAIN. ~,$) 
GO TU 1 
FROMWH=l 
CLOSE(UNIT=4,DISPOSE=•DELETE•) 
CLOSE(UNIT=61 D1SPOSE=·DELETE•) 
CLOSE(UNIT=1,DISPOSE=•DELETE•) 
TYPE104 
FORMAT( •oiS THE l~Ew DA'U THE SAME AS THE CURRENT DAtA• 
,• (EXCEPT FOR SOME CHANGES)?• /fiX• (ANSWER .. y•• DR ••N••) •,$) 
ACCEPT 1021 ANS 
lF(ANS.EQ.YES)GO TO 4 
IF(ANS.EQ.NO)GO TO 5 
'I'YPE 103 
GO TO 3 
CALL INPUT 
RETURN 
TYPE 105, IFIL NM 
FORMAT(.OIS THE NEW DATA THE NEXT RECORD OF: •,AlO,•?•) 
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6 ACCEPT 1021 ANS 
IF(ANS.EQ.YES)GO TO 8 
IF{ANS.EQ.NO)GO TO 7 
TYPE 103 
GO TO 6 

7 FROMWH=O 
CLOSE(UNIT=SS) 
TYPE 106 

106 FORMAT( •ornE NEW DATA IS FROM A NEW INPUT FILE ... ) 
8 CALL BEGIN 

FROMWH=l 
RETURN 

9 CLOSE(UNIT=4) 
CLOSE(UNIT=6) 
CLOSE( \J NI T=7) 
RETURN 
END 
SUBROUTINE CSTMOD(CUNIT,LIFE1 DISCRT1 SPARES1 0PER1 HRSMNT,WRATE 

1 ,PASSYR,N~1MCBF,MTTR,COST) 
DIMENSION COST(6) 
INTEGER PASSYR 
REAL MCBF 1 MTTR 
f<ATE=DI SCRT /100. 
IF(LIFE.EQ.O)GO TO 4 
SPRPCT=SPARES/100. 
CAP Il~V=NM*CUNIT 
SP~INV=CAPlNV*SPRPCT 
PV=l. 
IFCRATE.LT •• Ol)GO TO 2 
PV=RATE/(1.-(l./(1.+RA7E)**LIFE)) 

2 COST(l)=CAPINV*PV 
COST(2)=SPRINY*~V 
COST(3)=0PER*NM 
COST(4)=HRSMNT*WRATE•NM 
COST(S)=WRATE*MTTR/3600.*(PASSYR/MCBF) 
COST(6)=0. 
DO 3 J=l1 5 

3 COST(6)=COST(6)+COST(J) 
GO TO 1 

4 ~RlTE(4,101)1 
101 ~'ORt#,AT( • NO COST DATI. FOR OR NUN-EXISTENt UNIT .. 1 I3) 
1 CONTINUE 

RETURN 
END 

C MINV 10 
C ••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••MINV 20 C MINV 30 C SUBROUTINE MINV HINV 40 C HINV 50 
C PURPOSE MINV 60 C INVERT A MATRIX HINV 70 C HINV 80 
C USAGE HINV 90 C CALL MINV(A,N,D,L,M) HINV 100 C HINV 110 C DESCRIPTION OF PARAMETERS HINV 120 C A - INPUT MATRIX, DES!ROYED IN COMPUTATION AND REPLACED BY MINV 130 C RESULTANT INVERSE. MINV 140 C N - ORDER OF MATRIX A HINV 150 C D - RESULTANT DETERMINANT MINY 160 C L - WORK VECTOR OF LENGTH N MINV 170 
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C M - WORK VECTOR OF LENGTH N MINV 180 

C HINV 190 

C REMARKS MINV 200 

C MATRIX A MUST BE A GENERAL MATRU MltiV 210 

C HINV 220 

C SUBROUTINES AND FUNCTION SUBPROGRAMS REQUIRED HINV 230 

C NONE MINV 240 

C MIN~ 250 

C METHOD MINV 260 

C THE STANDARD GlUSS-JORDAN METHOD IS USED. THE DETERMINANT MINV 270 

C IS ALSO CALCULATED. A DETERMINANT OF ZERO IMDICATES THAT MINV 280 

C THE MATRIX IS SINGULAR. MINV 290 

C MINV 300 

C •••••••••••••••••••••••••••••••••••••••••••••••••~·•••••••••••••••MINV 310 

C MINV 320 
SUBROUTINE MINV(A,N1 9,L,M) MINV 330 

DI~ENSION A(l),L(l),M(l) MINV 340 

C MINV 350 

C •••••••••••••••••••••••••••••••••••••••••••••~•••••••••••••••••MINV 360 

C MINV 370 

C Ir A DOUBLE PRECISION VERSION OF THIS ROUTINE IS DESIRED, THE MINV 360 

C C IN COLUMN 1 SHOULD BE REMOVED FROM THE DOUBLE PRECISION MINV 390 

C STATE~ENT WhiCH FOLLOWS. MINV 400 

C HINV 410 
C DOUBLE PRECISION A1 D,BIGA,HOLD HINV 420 

C HINV 430 

C THE C ~UST ALSO BE REMOVED FROM DOUBLE PRECISION STATEMENTS MINV 440 

C APPEARING 1~ OTHER ROUTINES USED IN CONJUNCTION WITH THIS MINV 450 

C ROUT I Nt:. MINV 460 

C MINV 470 

C THE DOUBLE PRECISION VERSION OF THIS SUBROUTINE MUST ALSO HINV 480 

C CONTAT5 DOUBLE PRECISION FORTRAN FUNCTIONS. ABS IN STATEMENT MINV 490 

C 10 MUST BE CHANGED TO DABS. MINV 500 

C 
MINV 510 

C •••••••••••••••••••••••••••••••••••••••••••••~•••••••••••••••••MINV 520 

C MINV 530 

C SE&.F:CH FOR Lf..RGC:ST ELEMENT MINV' 540 

C 
MINV 550 

D=l.O MINV 560 

NK=-N MINV 570 
DO SO l=l,N MINV 580 

t:K=NK+N MINV 590 

L(K)=K MlNV' 600 

f.I(.K)=K MINY 610 

KK=NK+K MINV 620 

HIGA=ACKK) MINV 630 

DO 20 J=K,it MIHV 640 

IZ:NW(J-1) HINV 650 

DO 20 l=K,U MINV 660 

IJ=IZ+I MINV 670 

10 IF( ARS(BIGA)- ABS(A(IJ))) 151 201 20 MINV 680 

15 BIGA=A(IJ) MIRV 690 

L(K)=I MINV 700 

M(K):J MIHV 710 

20 CONTINUE MINV 720 

C MIHV 730 

C INTERCHANGE ROWS MINV 740 

C MIHV 750 
J=L(K} MINV 760 

IF(J-K) 35,35,25 MINV 770 

25 KI=K-N MINV 780 
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c 

DO 30 I=l, N 
KI=KI+N 
UOLD=-A(Kl) 
Jl=Kl-K+J 
A (I< l):A(JI) 

30 A(Jl) =HOLD 

C l~TERCHANGE COLUf4NS 
c 

c 

35 I=r-100 
IFCI-K) 45,45,38 

38 JP=N*(l-1) 
DO 4{1 J=1,N 
JK=NK+J 
JI=JP+J 
HOLD=-A(JK) 
A(JK)=A(JI) 

40 A(JI) =HOLD 

C DIVIDE COLUMN BY MINUS PIVOT (VALUE OF PIVOT ELEMENT IS 
C CONTAINED IN BIGA) 
c 

45 IF(EIGA) 48,461 48 
46 D=O.O 

RE:TURN 
48 DO 55 1='1, N 

IF(I-K) 50,55#50 
50 IK=NK+I 

A(IK)=A(IK)/(-BIGA) 
55 CONTINUE 

c 
C REDUCE MATRIX 
c 

DO 65 I=l,t; 
IK=NK+I 
HOLD= A {II\) 
lJ=r-~; 
DO 65 J=l,N 
lJ=IJ+:'-4 
lF(I-K) 60,651 60 

60 IF(J-K) 62 1 65 1 62 
62 KJ= IJ-I+K 

A(IJ)=HOLD* J.( KJ )+A(IJ.) 
65 CONTINUE 

c 
C DIVIDE ROW BY PIVOT 
c 

c 

KJ=K-N 
DO 75 J=l,N 
KJ=KJ+.N 
IF{J-K) 70 1 751 70 

70 A(KJ):A(KJ)/BIGA 
•;•s CONTINUE 

C P~ODUCT OF PIVOTS 
c 

D=D*BIGA 
c 
C REPLACE PIVOT BY RECIPROCAL 
c 

A(KK):l.O/BlGA 
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MINV BOO 
MINV 810 
MINV 820 
MINV 830 
MINi 840 
MINV 850 
MINY 860 
MiNY 870 
fliiNY 880 
MINV 890 
MINV 900 
MINV 910 
MINV 920 
MINV 930 
MINV 940 
MINV 950 
MINV 960 
MINV 970 
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MINV 990 
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MINV1040 
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MINV1070 
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MINVll2!' 
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MINV1160 
HINV1170 
MINV1180 
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MINV1220 
MINV1230 
MINV1240 
MINV1250 
MINV1260 
MINV1270 
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MINV1310 
MINV1320 
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MINV1350 
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flO CONTINUE MINV1400 

C MINV1410 
C FINAL ROW AND COLUMN INTERCHANGE MINV1420 

C HINV1430 
K=N MINV1440 

100 K=(l(-1) MINV1450 
IF(K) 150,1501 105 HINV1460 

105 I=L(K) MINV1470 
IF(I-K) 120,120,108 MINV1480 

lOS JQ=N*(K-1) MINV1490 
JR=N*(l-1) MINV1500 
DO 110 J=l,N MINV1510 
JK=JQ+J MINV1520 
HOLD=A(JK) MINV1530 
JI=JR+J MINV1540 
A (JIO=-A(JI) MINV1550 

110 A(JI) =HOLD MINV1560 
120 J=M(K) MINV1570 

IF(J-K) 1C\i1 1001 125 MINV1580 

125 KI=K-N HINV1590 
DO 130 1=11 N MINV1600 
KI=KI+N HINV1610 
HOLD~A(Kl) HINV1620 
JI=KI-K+J MINV1630 
A(KI)=-A(Jl) HINV1640 

130 A(JI) =HOLD MINV1650 
GO· TO 100 MINV1660 

150 RETURN MlNV1670 
END MINV1680 

C GELG 10 

C ••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••GELG 20 

C GELG 30 
C SUBROUTINE GELG GELG 40 

C GELG 50 
C PURPOS ~ GELG 60 

C TO SOLV~ A GENERAL SYSTEM OF SIMULTANEOUS LINEAR EQUATIONS. GELG 70 
C GELG 80 
C US~.GE GELG 90 

C CALL GELG(k~A,~1 ~ 1 EPS,IER) GELG 100 
C GELG 110 
C DESCRIPTION OF PARAMETERS GELG 120 

C R - tHE M BY N MATRIX OF RIGHT HAND SIDES. (DESTROY~D)GELG 130 
C ON RETURN R CONTAINS THE SOLUTION OF THE EQUATIONS.GELG 140 
C A - THE M BY M COEFFICIENT MATRIX. (DESTROYED) GELG 150 
C M - THE UUMBER OF EQUATIONS IN THE SYSTEM. GELG 160 
C N - THE NUMBER OF RIGHT HAND SIDE VECTORS. GELG 110 
C EPS -AN 1NPUT CO~STANT WHICH IS USED.AS RELATIVE GELG 180 
C TOLERANCE FOR TEST ON LOSS OF SIGNIFICANCE. GELG 190 
C IEP. - RESULTING ERROR PARAMETER CODED AS FOLLOWS GELC 200 
C IER=O - NO ERROR, GELG 210 

C IER=-1 - NO RESULT BECAUSE OF M LESS THAN 1 OR GELG 220 
. C PIVOT ELEMENT AT ANY ELIMINATION S!EP GELG 230 

C EQUAL TO 01 GELG .240 

C IER=K· - WARNING DUE TO POSSIBLE LOSS OF SIGNIFI- GELG 250 
C CANCE INDICATED AT ELIMINATION STEP K+i, GELG 260 
C ._HERE PIVOT ELEMENT WAS LESS THAN OR GELG 270 

C EQUAL TO THE INTERNA~ TOLERANCE EPS TIMES GELG 280 
C· ABSOLUTELY GREATEST ELEMENT OF MATRI~ A. GELG 290 

C GELG 300 
C REMA.RKS GELG 310 
C INPUT MATRICES R AND A lRE ASSUMED TO BE STORED COLUMNWISE GELG 320 
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C IN M*N RESP. M*M SUCCESSIVE STORAGE LOCATIONS. ON RETURN GELG 330 
C SOLUTION MATRIX H IS STORED COLUMNWISE TOO. GELG 340 
C THE PROCEDURE GIVES QESULTS IF THE NUMBER OF EQUATIONS M IS GELG 350 
C GREATER THAN 0 AND PIVOT ELEMENTS AT ALL ELIMINATION STEPS GELG 360 
C ARE DIFFEHENT FROM O. HOWEVER WARNING IER=K - IF GIVEN - GELG 370 
C INDICATES POSSIBLE LOSS OF SIGNIFICANCE. IN CASE OF A WELL GELG 380 
C SCALED MATRIX A Atm "PPROPRIATE TOLERANCE EPS, IER=K MAY BE GELG 390 
C INTEkPRETED THAT t·!.A.TRIX A HAS THE RANK· K. NO WARNING IS GELG 400 
C GIVEN IN CASE M=l. GELG 410 
C GELG 420 
C SUBROUTINES AND FUNCTION SUBPROGRAMS REQUIRED GELG 430 
C NONE GELG 440 
C GELG 450 
C METHOD GELG 460 
C .SOLUTION IS DONE BY MEANS OF GAUSS-ELIMINATION WITH GELG 470 
C COMPLETE PIVOTI~G. GELG 480 

C GELG 490 
C ••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••GELG 500 

C GELG 510 
SUBROUTINE GE~G(R,A1M,N,EPS1 IER) GELG 520 

C GELG 530 
C GELG 540 

DIMENSION A(l),R(l) GELG 550 
IF("'')23,2.3,1 GELG 560 

C GELG 570 
C SEARCH FOR GREATEST ELEMENT IN MATRIX A G&LG 580 

1 IER=Ci GELG 590 

PIV=O. GELG 600 
MM=M*M GELG 610 

IiM=N*M GELG 620 
DU 3 L=l,MM GELG 630 
T9=AbS(A(L)) GELG 640 

IF(TB-PIV)3,31 2 GELG 650 
2 P IV=Tfi GELG 6ti0 

I=L GELG 670 
5 CONTIWUE GELG 680 

TOL=EPS*PIV GELG 690 
C A(l) IS PIV1T ELEME~T. PIV CONTAINS THE ABSOLUTE VALUE OF A(I}. GELG 700 
~ GELG 710 
C GELG 720 
C START ELHiiNATIQtj LOOP GELG 730 

l.ST=l GELG 740 
DO 17 K=l, t-1 GELG 750 

C GELG 760 
C TEST Otl SINGULARITY GELG 770 

IF(Pl V) 23,231 4 GELG 780 
4 IF (IER)7 1 51 7 GELG 790 
5 lF(PIV-TOL) 61 61 7 GELG 800 
6 I ER=K-1 GELG 810 
7 PIVI=l./A(l) GELG 820 

J=~I-1)/M GELG 830 
I=I-J*M-K GELG 840 
J=J+l-K GELG 850 

C I+K IS ROW-INDEX, J+K COLUMN-INDEX OF PIVOT ELEMENT GELG 860 
C GELG 870 
C PIVOT f<Ow REDUCTION J.ND ROw INTERCHANGE IN RIGHT HArm SIDE R GELG 88.0 

DO 8 L=K, NM 1 f.l GELG 890 
LL=L+I GELG 900 
·ll~::.t-lli.i*i<{LI..) GELG 910 
k(LL)=R(L) GELG 920 

8 R(L)=TB GELG 930 
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c 
C IS ELIMINATION TER~INATED 

IF(K-f~)9,1B,18 
c 
C COLUMN INTERCHANGE IN MATRIX A 

c 

9 LEND=LST+M-K 
IF(J) 12,121 10 

10 li=J*tl. 
DO 11 L=LST1 LEND 
TB=A(L) 
LL=L+II 
A(L)=A(LL) 

11 A(LL)=TB 

C ROW INTERCHANGE AND PIVOT RO~ REDUCTION IN MATRIX A 

c 

12 DO 13 L=LST,MM,M 
L!=L+I 
TB=PIVl*A(LL) 
A(LL)=A(L) 

13 1. o: .. >=To 

C SAV~ COLUMN INTERCHANGE INFORMATION 
.A(LST)=J 

c 
C ELEMS~T HEUUCTION AND NEXT PIVOT SEARCH 

PIV=O. 
LST=LST+l 
J:::o 
DO 16 II=LST,LEND 
PIVI=-A(ll) 
IST=ll+M 
J=J+l 
DO 15 L=IST,MM,M 
LL=L-J 
A(L)=A(L)+PIVI•A(LL) 
TB=.I.I..!S(A(L)) 
IF(T~-PIV)l5,15,14 

14 PI'J=Tfi 
l=L 

15 CONTINUE 
DO 16 f.=K.,NM,M 
LL=L+J 

16 H(LL)=R(LL)+PIVI*R(L) 
17 LST=LST+M . 

C END OF ELIMINATION LOOP 
c 
c 
C B~CK SUBSTITUTION AND BACK INTERCHANGE 

1~ lF(M-1)23,22,19 
19 IST=MM+M 

LST=M+l 
DO 21 I=2,M 
II=LST-I 
IST=~ST-LST 
L=IST..:M 
L=J.(L)+.5 
DO 21 J=·I I, NM,M 
TB=R(J) 
LL=J 
DO 20 K=IST,MM,M 

·LL=LL+l 
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GELG 940 
GELG 950 
GELG 960 
GELG 970 
GELG 980 
GELG 990 
GELGlOOO 
GELGlOlO 
GELG1020 
GELC1030 
GELG1040 
GELG1050 
GELG1060 
GELG1070 
GEL\i1080 
GELG1090 
GELGllOO 
GELGlllO 
GELG1120 
GELG1130 
GELG1140 
GELG1150 
GELG1160 
GELG1170 
GELG1180 
GELG1190 
GELG1200 
GELG1210 
GELG1220 
GELG1230 
GELG1240 
GELG1250 
GELG1260 
GELG1270 
GELG1280 
GELG1290 
GELG1300 
GELGl310 
GELG1320 
GELG1330 
GELG1340 
GELG1350 
GELG1360 
GELG1370 
GELG1380 
GELG1390 
GELG1400 
GELG1410 
GELG1420 
GELG1430 
GELG1440 
GELG1450 
GELG1460 
GELG1470 
GELG1480 
GELG1490 
GELG1500 
GELG1510 
GELG1520 
GELG1530 
GELG1540 



20 TB=TB- A( K) * R( LL) GELG1550 
K=J+L GELG1560 
R(J)=R(K) GELG1570 

21 R( K)=TB GELG1580 
22 RETURN GELG1590 c GELG1600 c GELG1610 c ERkOR RETUHN GELG1620 
23 IER=-1 GELG1630 

RETURN GELG1640 
END GELG1650 
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