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PREFACE

This report and the model it describes are part of the ongoing program in
automated fare collection and transit revenue research supported by the
Transportation Systems Center (TSC) and the Urban Mass Transportation
Administration (UMTA). The work was sponsored by the Office of Systems
Engineering, within UMTA's Office of Technical Assistance.

The need for developing a reliability-based performance and cost analysis
technique was identified in conjunction with the American Public Transit
Association (APTA) Fare Collection Reliability Liaison Board, which consists
of representatives from the rail transit systems within APTA and provides
guidance to the TSC Transit Revenue program. The objective of this study is
to develop a technique which can be used by transit systems in specifying and
procuring fare collection equipment.

The author wishes to acknowledge the generosity of the Miami Dade County
Transit Authcrity and the Metropolitan Atlanta Rapid Transit Authority in
making available specification, performance, and cost data for the sample
. analyses in this report. While the analyses themselves do not necessarily
represent either MDCTA or MARTA, they are designed to be, thanks to the

supplied data, representative of situations which arise in actual practice.
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EXECUTIVE SUMMARY

The collection of transit system fares has been receiving increased attention as
fares rise and Federal operating subsidies decrease. Transit authorities are
becoming more concerned about ways to maximize revenue and minimize costs while
providing_equitable fares and reliable, convenient service for passengers. Fare
collection methods have a significant impact on total transit costs, amount of
revenue generated, and passenger service. 0One study showed that fare collection
costs range from 7% to 31% of passenger revenue at rail transit systems.
Moreover, revenues generated from fares can vary from 40% to 90% of total
‘transit costs. Fare collection systems must therefore be selected only after

careful examination of their cost, revenue, and service effects.

Automated fare collection offers the potential for reducing costs by minimizing
the need for personnel to perform cumbersome, repetitive functions. However,
the newer and more complex a piece of equipment, the more likely it is to have
frequent failures, which can lead to significant passenger delay, lower
throughput capacity, and general frustration. Efforts are underway to increase
the reliability of automated fare collection equipment. However, it becomes
imperative to know just how much of a reliability increase is required, as the
amount of reliability increase contemplated makes a significant difference in

the cost of such an effort, as well as its likelihood of success.

Furthermore, because of the significant cost of fare collection equipment, the
number of equipment units to acquire for a given station also becomes quite
important. Too many units can increase total system cost considerably, while
too few can lead to significant passenger congestion and delay problems. In
addition, it is important to reasonably assess total syster costs, and thus
control them by comparing the costs and passenger performance for various

possible system specifications.

This report describes an analysis technique designed to help transit systems to
make more effective investment decisions in selecting fare collection methods,
systems, and equipment to best fit their needs, minimize costs, and provide
equitable and convenient service to passengers. Software implementing this
analysis technique is available in the form of a user-friendly computer model.
The model is designed to be used by existing transit systems, as they enhance or

expand their fare collection systems, as well as by new transit systems, as they
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consider their fare collection needs. In either case, the model can uncover

important cost-saving or service-enhancing implications in station design.

The model allows transit systems to assess the performance and cost of various

fare collection systems; ineluding those with entry processing only, those with
both entry and exit processing, and barrier-free systems. A transit authority,
consultant, or analyst can use this software to examine the fare collection

system in various useful ways:

o (Fare collection system evaluation) -- An existing or proposed fare
collection system can be evaluated to see if current or proposed
specifications on sizing, reliability, and other features will lead to

acceptable performance and cost.

o (Sensitivity analysis) -- Proposed changes in specifications can be
analyzed to determine their impact on cost and performance, in
particular whether the changes will bring (or keep) the cost and

performance within acceptable levels.

o (Specification determination) -- Specifications necessary to meet given

cost and performance constraints can be determined.

o (Tradeoff analysis) =-- Tradeoffs can be made between different
specifications, tightening one specification while relaxing another;
between various types of costs, decreasing one cost while increasing

another; or between cost and performance.

Such analyses can uncover very useful findings. For example, sample analyses
shown in this report, conducted on a derived fare collection system based on

data from actual systems, found the following:

o The squipment reliability specifications could be sharply reduced, by
nearly an order of magnitude, without significantly affecting

performance.

o A proposed minor reliability improvement at some additional acquisition
cost turned out to decrease corrective maintenance costs to the extent

that the total costs decreased, while performance meanwhile improved.



0 Unless the equipment reliability is very poor, a spares margin of only
one additional unit (above the minimum number necessary to process the
average peak-hour arrival rate of passengers in the absence of failures)
was enough to yield acceptable performance.

The fare collection analysis software can thus provide useful insights to a

variety of purposes, such as:

Determination of the number of machine units to deploy at a station.
Determination of reliability and maintainability specifications for fare
collection equipment.

Assessing the impact of changes in passenger demand.

Evaluating changes in maintenance policies.

Evaluating changes in fare collection procedures.

The technical approach of the software is to model the operation of the fare
collection system as a multiple-server queue, with passengers as customers,
machine units as servers, and on a first-come-first-served service discipline. -
A key facet of the approach, and the reason that off-the-shelf queuing models
cannot be used, is that the number of servers (machine units) changes as the

machine units fail and are repaired.

The serformance measures consist of passenger congestion (queue length) and
passenger delay time. These are expressed as average values, as well as
probability frequency distributicns. The cost measures consist of equipment
acquisition costs, spares costs, equipment operating costs, scheduled-
maintenance costs, and corrective-maintenance costs; all of which are computed

on an annualized basis.

Three kinds of input data are required for the fare-collection analysis;
hardware data, passenger flow data, and cost data (if cost analyses are

desired). The hardware and passenger-flow data required are:

Passenger arrival rate
Group size (optional)
Passenger processing rates
Failure rates

ix



Repair times
Number of machine units

Division of passenger flow (for multiple service areas only)

For cost analyses, the required input data are:

Acquisition cost per unit

Useful life of the unit

Discount rate

Spares ratilo

Operating cost per unit

Annual hours of scheduled maintenance
Hourly pay rate for repair personnel

Annual passenger volume at the fare collection area

To demonstrate the use of the software, sample fare collection system
assessments- are described. These analyses are based on passenger demand,
equipment performance, reliability and maintainability, and cost data from
actual transit systems. Passenger-periormance and cost results are obtained,
and fare collection system evaluations, sensitivity analyses, specification
determinations, and tradeoff analyses based on these results are described.
Conclusions of these analyses are given., Among the outputs of the analysis are
a sensitivity graph showing the effect of equipment reliability on passenger
delay, and an equivalent-cost tradeoff graph, which shows, for various increases
in equipment reliability, by how much the resulting equipment acquistion cost

can increase without increasing the overall annual system cost.

Further information on the analysis software, including source code, is

available from the author or the Transportation Systems Center upon request.



1. INTRODUCTION

The collection of transit system fares has become more sophisticated in
recent years, as transit authorities turn to more flexible fare structures,
Instead of a single flat fare to use the system, the fare now often depends
on the passenger's origin and destination points. This is done for various
reasons, such as to makg the fares more equitable in relation to the actual
distance travelled on the system, to allow for fare advantages to certain
areas or to certain types of passengers (such as senior citizens or
students), or to allow for accommodation among the various governmental
bodies and other groups which support the system (1,2,3,4).

In order to collect the fares on a system with such a complex fare structure,
a transit property can no longer use a simple coin~ or token-activated
turnstyle. More sophisticated equipment is necessary to ascertain boarding
and exiting information for each passenger and to encode it on tickets for
the necessary processing, to vend tickets and collect money, etc. This more
sophisticated function could conceivably be done by human beings. However,
in most systems to use personnel to the extent that would be necessary would
be too costly. Therefore, transit systems have turned to more sophisticated
fare collection machinery, using data processing and electronics, %o operate
the fare collection system (1,2,4).

However, a major problem arises in the use of this equipment, that of
reliability. Quite often, the more complex a piece of equipment, and the '
newer its technology, the more likely it is to have relatively frequent
failures (due to some extent to electronic complaxity, but mostly due to
mechanical aspects such as ticket transport, coin and bill detection and
transport, ete.). Transit systems using this equipment nave indeed often
experienced high failure rates, leading to significant passenger delay,
passenger pass-throughs (i.e., the emergency gates are opened and passengsars
are allowed into the system with the fare either collected manually or not at
all), lower throughput capacity, and general frustration (5,6). Efforts are
underway to increase the reliability of fare collection equipment, through
better off-the-shelf components, more reliable components, redundancy



techniques, or improved maintenance procedures (5,6,7,8). The question that
arises, however, is by just how much should the reliability be improved?
While improvements in reliability are necessary, they are also expensive,
both in terms of money and time. Under some ecircumstances, such as the ones
shown in the following examples, equipment improvements may not be cost-
effective:

o The wrong service area is being improved: Quite clearly, one should
not go to any expense to improve the reliabjlity of a subsystem whose
failures are not strongly impeding the system (e.g., if most of the
delay occurs at the ticket vendors, don't improve the gates). However,
the process leading to a delay can be subtle. For example, suppose most
of the delay in a fare collection system presently occurs at the ticket
vendors, and occurs there because the ticket-vendor reliability is poor.
One might expect that system delay could be reduced by improving the
ticket-vendor reliability. Suppose, however, that all passengers must
pass through the gates, and that the gates, while not showing
significant delays, are presently processing just about as many
passengers as they can handle. If the reliability of the vendors is
improved, what may happen is that the passenger flow to the gates may
increase beyond their capacity to process it, causing large delays at
the gate area. In other words, the effort and expense to improve the
vendor reliability would be ineffective in this case, since it would
Just shift the delay from the ticket vendors to the gates.

o The reliability is improved too much: As the reliability of a
subsystem improves, its frequency of failure of course decreases. After
Some point, it no longer fails often enough for the failures to
significantly affect system operation. Any expense spent to further
improve reliability beyond this point, even if Successful, is a wasted

expense.

0 Measures other than reliability improvement may be more efficient:
Improving the equipment reliability is not the only way to reduce the

impact of failures on system performance. Faster recovery times in case



of failures (i.e., maintainability or recoverability) or having more
units available for service (i.e., redundancy) may improve system
performance even with the same reliability. While these measures also
have their costs, they may be less expensive than reliability
improvements, particularly if less of an improvement is needed through a
maintainability or redundancy approach.

0 System failure may not be the main problem: Though there may be
congestion and delay in a system, and though there may be failures, the
failufes may not be the primary cause of the delay. For example, if a
station is served by a major feeder bus line which periodically sends
large numbers of passengers simultaneously into the fare collection
system, delays will occur which will not be primarily due to failures.
If so, reducing the failures that exist will not really help the
problem.

In order to properly answer the question, "By how much should reliability be
improved?", one needs some way to find out the passenger delay in a fare
collection system, given information on its reliability, maintainability, the
number of machine units (redundancy), nominal processing rate, and passenger
demand. With such a method one can investigate the effect on delay of not
only reliability improvements, but improvements in maintainability, operating
policy, and the number of machine units as well, and derive thé proper mix
and extent of improvements necessary.

This report describes a method we have developed to analyze this
interrelationship among reliability, maintainability, the number of machine
units, and passenger delay. The basic approach is a model to simulate the
flow of passengers through the fare collection system. This is done by
treating the system as a network of queues, with a queue at each service area
and the passengers moving from one service area to the next (a "service area"
is a specific set of machine units, such as coin and bill changers, ticket
vendors, gates, etc.). Superimposed on this network is the failure/recovery
process, by which units fail at a rate according to their reliability and are
repaired according to the failure response and repair times.



In addition, we have developed an analytical (mathematical) model to evaluate
passenger congestion and delay at a single service area, given failures and
repairs. The analytical model obtains the congestion and delay values not by
simulation, but rather by solving the underlying queue length probability
equations directly. The model investigates a single service area, with
certain assumptions on the probability distributions being needed in order to
solve the resulting equations, which somewhat limits the scope of the model.
However, within that scope, the model requires much less computer time for a
large-scale analysis than does a simulation, and also provides the actuzl
underlying queue length distribution, which a simulation provides only after
running for a large amount of simulated time. With the analytical model,
therefore, many analyses can be carried out with the computer resources
necessary for one simulation run, and so the analytical wedel should be used
in the situations for which it is applicable. One such manner is to use *he
analytical model to conduct the initial investigations, in which many runs
mey bemade, which many different parameter values. From the results of these
investigations, if desired, a smaller number of scenarios of interst can be

identified and analyzed further by means of the simulation model.

Section 2 describes the types of results which the models provide, both
direct results such as passenger congestion and delay, and indirect results
such as sensitivity and tradeoff analyses. It also describes how transit
systems can make use of these model results for planning, procurement,

maintenance, or analyses of operating policies.

Section 3 develops the detailed technical approach of the models. The
concept of the fare collection system as a network of queues is outlined.

The simulation model is then described, both for a single service area (e.g.,
the ticket vendors) and for entire fare collection systems. This is followed

by a description of the analytical model.

Section ! deseribes the data required for fare collection system analysis,
procedures to collect them, and possible problems and cautions. To
demonstrate how the modeling process operates and the sensitivity and

tradeoff analyses which result, several examples are provided in Section 5,



including one based on an actual transit system currently in development.
The final section, Section 6, outlines further work to verify and improve the

models and to produce a user-oriented package for transit systems.



2. THE ANALYSIS PROCESS

2.1 Types of Dependability Analyses

The direct output of the fare collection dependability model is information
on the congestion (queue length) and passenger delay in the fare collection
System, given the system configuration and passenger demand. This is
produced for each of the service areas (i.e., ticket vendors, gates, etec.) in
the system, as well as delay for the overall system. The information is
given in terms of probability frequency distributions for congestion and for

delay at each service area, from which means and variances are obtained.

This output can give rise to four different kinds of analyses:

Evaluation
Sensitivity Analysis
Specification Determination

Tradeoff Analysis

In evaluation, a given fare collection system is examined. The required
information about the system is collected and entered into the model as input
data. The results are an estimate as to how well the system performs under
the given passenger demand, reliability, maintainability, and number of
i1achine units.

Once a sy: -em has been evaluated, one may naturally wish to know how the
results would change if one or more of the input parameters were different
from their indicated values (this is particularly true if there is some doubt
as to the values of some of the input parameters). One can then make several
runs of the model with differing values for a given input parameter, and see
what changes occur to system congestion and delay. This is called
sensitivity analysis, as it measures the sensitivity of congestion and delay
to changes in input parameters such as reliability, maintainability, or
number of machine units.



Specification determination is a process which determines the values of given
input parameters (such as reliability or maintainability) necessary to
achieve a desired level of performance. These values then become
specifications for those parameters. Specification determination is the
reverse of sensitivity analysis, in that while sensitivity analysis takes
given values of the input parameters and determines the impact of these
values on system performance, specification determination takes a given level
of system peffopmance and determines the input parameter values which‘are

necessary to achieve it.

Another aspect one may wish to know about the system is tradeoffs, i.e., how
could one trade off between two input parameters while achieving the same
overall result. For example, if the equipment reliabiiity declined, by how
much would maintainability have to improve to obtain the same overall
performance? This type of analysis, called tradeoff analysis, differs from
sensitivity analysis in that tradeoff analysis examines the interaction
between two input parameters, whereas sensitivity analysis examines the

interaction between an input and an output parameter.

The relationship among these four different types of analyses is shown in the

conceptual graph given in Figure 1.
2.2 Possible Uses of Dependability Analyses by Transit Systems

The results produced by the fare collection model can be used by transit
systems for a number of different purposes. Examples of these are she
following:

Determination of required number of machine units
Reliability and maintainability specifications
Impact of changes in passenger demand

Effect of maintenance policy changes

Effect of changes in fare collection method



PASSENGER DELAY CURVES
(ARROW SHOWS DIRECTION OF
DECREASING AVERAGE PASSENGER
DELAY)

MAINTAINABILITY

RELIABILITY

A. Evaluation ~-- How does the system perform for a given reliability

and maintainability?

B1. Sensitivity Analysis -- What happens to the average delay when

maintainability improves?

Bp. Sensitivity Analysis -- What happens to the average delay when

reliability improves?

C. Specification Determination -- How high must the reliability be

to obtain the desired level of average delay?

Dq. Tradeoff Analysis -~ If reliability deeclines, by how much must

maintainability improve in order to retain current performance?
Dp. Tradeoff Analysis -- If reliability improves, by how much can

maintainability requirements be relaxed while still retaining

current performance?

FIGURE 1. TYPES OF FARE COLLECTION DEPENDABILITY ANALYSES



0 Determination of Required Number of Machine Units

An important consideration in designing a fare collection system is
determining how many machine units are required in each service area, i.e.,
how many coin changers, ticket vendors, gates, etc., are needed. This is an
important consideration, since these machines are expensive (note -- a cost
module is deseribed in Chapter 6 which can be used to estimate these
expenses). While an insufficient number will adversely affect station
performance, an excessive number will cause a large unnecessary expense,

particularly if this happens for a large number of stations.

By conducting a sensitivity analysis between passenger delay and the number
of machine units in place at a particular station, one can choose the minimum
number of units such that the anticipated passenger delay remains within
acceptable limits.

0 Reliability and Maintainability Specifications

The level of specification for the reliability and maintainability of the
fare collection system units is very important. If the specifications are
too low, the resulting reliability and maintainability will be too low,
producing unacceptable passenger delays and, hence, expensive retrofits or
even more'expensive reprocurements. However, if the specifications are too
high, the units will become unnecessarily expensive to obtain, or even
infeasible to produce at all, leading to unreasonable expectations followed
by failure to meet specifications, cost overruns, and possible lawsuits.
Either overspecification or underspecification thus gets the procurement
process off to a poor start.

With the model, one can evaluate a fare collection system under a set of
proposed reliability and maintéinability specifications. If the resulting
congestion and delay is unacceptable, one can then, through sensitivity and
tradeoff analyses, increase one or both specifications until an acceptable

performance is reached. If, on the other hand, the congestion and delay is



acceptable, one can then, again by means of sensitivity and tradeoff
analyses, decrease the specifications, as long as the performance remains

acceptable, in order to decrease system costs.

o Impact of Changes in Passenger Demand

Another use of the model results, particularly for new systems, is to
determine the accuracy required in predicting passenger demand. If a
significant increase in passenger demand does not cause a large increase in
passenger delay, then the accuracy of the demand estimate is not that
ceritical. However, should a small increase in demand cause a large rise in
passenger delay, then the demand estimate must be much more accurate.
Knowing this sensitivity of system delay to passenger demand thus allows the
demand

prediction to be carried out at an appropriate level of acecuracy.

An additional use of the sensitivity of the fare collection system to
increase (or decrease) demand is to find out in advance what changes need to
be made in the system in the future due to changes in demand. These changes
could arise fromincreased use of the system or from significant changes
either in the transit system itself or its feeder systems (buses or parking
lots).

o Effect of Maintenance Policy Changes

Maintenance of fare collection equipment can be carried out in a number of
ways. One can have an attendant present at every station (or only at’
heavily-used ones) to correct minor failures and to call in immediate aid for
more significant ones. One can make repairs immediately as failures ocecur,
or let failures accumulate until enough ‘oceur at a given location to Jjustify
sending a repairman. One can forego preventive maintenance, or have such
maintenance, with either shorter or longer periods between successive
preventive maintenance actions. Since maintenance can significantly affect
system performance, it is important to be able to verify the impact of
changing the manner in which it is conducted. By running the model under

various maintenance Schemes, one can compare them in terms of resulting
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system performance, thus allowing, for example, a comparison of the minimum
reliability or number of machine units needed for adequate performance under
different candidate maintenance policies.

o Effect of Change in Fare Collection Method

The model may be used to evaluate changes in fare collection media, i.e.,
ticket-only, token-only, cash-only, cash-or-ticket, cash-or-ticket-or-pass,
ete. The choice of media dictate the type of arrangement of machinery used
in the system. For example, one can compare a system in which the gates will
only accept tickets, thus simplifying the gate design in return for requiring
heavier use of the ticket vendors and coin changers, with a system in which
the gates will accept cash, thus increasing the cost and possibly decreasing
the reliability of the gates, but reducing the use of the ticket vendors and
coin changers. 1In this way, different fare collection methods can be

evaluated before expensive machinery is ordered or installed.

The model can evaluate systems with either entry control only (i.e., no exit
processing of passengers necessary), both entry and exit control (i.e.,
passangers must use a ticket or other medium to enter the system at their
origin stations, as well as to leave the transit system at their destination
stations), or barrier-free control (i.e., passengers may enter and exit the
system without impedance by gates, but must obtain and validate a ticket, and

must produce such a validated ticket on demand).



3. TECHNICAL APPROACH

The basic approach to the model is to investigate the operation of the fare
collection system as a multiple-server queue, with passengers as customers,
machine units as servers, and a first-come-first-served service discipl;ne.
In addition to the normal queue features, there is the additional aspect that
the number of servers (machine units) itself decreases and increases as the

units fail and are repaired, respectively.

Two>types of simulation models have been developed; a basic model which
covers a single service area (such as a gate or ticket vendor), and an
extended model which covers several service areas in tandem. In addition, an
analytical model has been developed which cavers the single service area

without the use of simulation.

Note: The random variables in the models as presented are assumed to be
exponentially distributed. This is done for tractability and to provide a
reasonable generic probability distribution if detailed data for such a
distribution is not available. The simulation models can be routinely
changed to different distributions, however, if such data is in fact

available.
3.1 The Single-Service-Area Simulation Model

Figure 2 shows a situatioh in which there is a single service area. Several
machine units make up the service area, each of which can serve one passenger
provided they are not otherwise busy or out of service because of failure.
The model is an event-oriented simulation in which the next event to be
processed is the earliest-occurring of the four basic events: passenger
arrivals, passenger departures, equipment breakdown, and equipment repair.
Events are processed until the time of the prospective next event is no
longer within the time period being simulated. Each of the four events is
described in detail in Sections 3.1.1 - 3.1.4,

12
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3.1.1 Passenger Arrivals

The arrival of passengers in the system is assumed to be a sequence of
independent events, in which the time between successive arrivals is an
exponentially-distributed random variable. (While the fact of an
exponential distribution is not essential to the model, the independence of
Successive arrivals is.) Passengers are assumed to arrive in groups. For
passengers exiting the station after arriving on a train or for those
entering the station after arriving on a feeder bus, the-'group size can be
large. However, for passengers entering the station after arriving on foot,
or by taxi, or by private car, the group size can be small, possibly
consisting of only one passenger.

Upon arrival, a passenger immediately begins service if a machine unit is
available. If so, a departure time is calculated and put into the departure
stack, which is an array of<departure’times of passengers in service, sorted
in ascending order, that is used to determine the time of the next departure.
If no machine is available, however, the passenger enters a queue, which is

maintained on a first-in-first-out basis.

Passengers who find an available unit upon arrival and so immediately enter
service have delay times of zero. Passengers entering service from the queue
have their (non-zero) delay times calculated at the time they enter service.
The delay time is the interval between the arrival time and the time of entry
into service.

3.1.2 Passenger Departures

The service (or processing) time of passengers is also assumed to ke an
independent random variable with an exponential distribution. The departure
time, calculated upon entry into service, is equal to the time of arrival
plus the service time. Upon departure,'the record of the departure time is

removed from the departure stack.
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3.1.3 Equipment Breakdown

The reliability of the equipment being modeled is given in terms of the MCBF,
or mean cycles between failures. The reliability is given in terms of cycles
rather than time because the equipment (especially the mechanical parts) is
exposed to failure by actual use rather than simply by the passage of time.
Upon the departure of a passenger from service, a random draw is made with
probability 1/MCBF that the machine unit just used breaks down. If it does
not break down, it becomes available for service and, if a queue exists, the
first passenger in the queue enters service. If it does break down, however,
a repair time for it is calculated (see "Equipment Repair" below) and it is
placed in the repair stack,which is an array of return-to-service times of
failed units, arranged in ascending order. The number of machine units
available is decreased by 1 if a breakdown occurs, and no passengers are
brought in from the queue.

3.1.4 Equipment Repair

The time necessary to repair a failed unit is also assumed to be an
independent random variable with an exponential distribution. Note that
because a failed unit impedes system operation from the time it fails until
the time it returns to service, "repair time" includes not only the time to
actually do the repair, but also the administrative downtime, i.e., the‘time
necessary to detect a failure, have a repair crew get to the unit, and
diagnose the failure. The return-to-service time is calculated upon
breakdown as the sum of the time of breakdown and the total repair time, and
entered into the repair stack. Upon repair, the unit is removed from the
repair stack, and the number of units available is increased by 1. If a
queue exists when a unit returns to'service, the first passenger in the queue
enters service.

3.2 The Multiple-Service-Area Simulation Model

An actual fare collection system at a station will have not one, but several
service areas which passengers may use during the fare collection process.
For example, a station may have coin changers, ticket vendors, and gates. An

arriving passenger may: 1) have the proper ticket and proceed directly to
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the gate; 2) may need to purchase a ticket and therefore proceed first to
the ticket vendors and then to the gate area; or 3) may need the proper
change to buy a ticket and so proceed through all three service areas. The
multiple-service-area model (Figure 3) investigates this type of situation.
This model contains three service areas (a change to a different number of
areas is easy to implement): service area #1 (the coin changers, in the
above example), service area #2 (the ticket vendors), and service area #3
(the gates). The probability is pq that an arriving passenger begins service
at area #1, py that he begins service at area #2, and p3 that he begins
service at area #3. (The probabilities p4¢, p2, and p3 are specified
parameters whose sum is 1.) After completing service at his original service
area, the passenger continues to the next service area downstream (i.e., from
area #1 to area #2, and from area #2 to area #3), until he completes service
at area #3 (the gate), upon which he departs the system. Congestion (queue
length) and delay times are tabulated at each service area, and the delay
time for a passenger is the sum of the delay times at each service area the

passenger uses.

A departure from service area #1 creates a simultaneous arrival at service
area #2. Similarly, a departure from service area #2 creates a simultaneous
arrival at service area #3. A departure from service area #3 (the gates) is

a pure departure, as the passenger then leaves the system.
3.3 The Analytical Model

A simulation model is a reasonably straightforward way to investigate a fare
collection system. However, simulation does have drawbacks. The underlying
probability distributions for congestion and delay are not specifically
determined by a simulation. Rather, random draws on these distributions are
taken for each passenger simuléted and, after some number of passengers have
been processed, the frequency distributions of congestion and delay of these
passengers are taken as an approximation to the actual distributions.
However, these are only approximations, and are subject to a number of
statistical sensitivities. Furthermore, because each passenger must be
generated and processed individually, a simulation of this type will require

a substantial amount of computer time if a large number of passengers need to

16



Ll

COIN TICKET
CHANGER VENDOR GATE

FIGURE 3.

PASSENGER FLOW THROUGH A FARE COLLECTION SYSTEM WITH THREE SERVICE AREAS
(COIN CHANGERS, TICKET VENDORS, AND GATES)



be processed. This would be necessary not only for stations with a high
passenger demand, but also for stations which need to be simulated for a long

period of time due te the statistical sensitivities mentioned above.

One example of the latter is a station where the flow of incoming passengers
is at or near processing capacity. 1In such a station, large queues will
develop when, due to random fluctuations, a surge of passenger arrivals
occur. Furthermore, these large queues will take a long time to dissipate,
since the station has very little, if any, extra processing capacity. These
surges thus cause considerable congestion and delay; in fact they cause most
of the total congestion and delay in this case. Because these random
passenger arrival surges do not ocour very often, and because the model needs
a reasonably large sample of surges to provide accurate statistical results,

the simulation must be run for a long period of time.

Another example is a station with machine units which have low failure rates,
but long repair times. Failures therefore do not happen often, but
significantly affect the system when they do. Because, similar to the above
case, the model needs to have a large enough sample of these failures in
order to provide statistical results of sufficient accuracy, we need to run

the simulation for a long period of time in this case as well.

We therefore have developed, in addition to the simulation model, an
analytical model to analyze a service area for a fare collection system. The
analvtical model directly formulates and solves the mathematical equations
for the underlying queue length probabilities, rather than obtaining an
approximate solution by simulation. As mentioned in Section 1, while the
model only considers a single service area (with no grouping of passengers),
rather than the entire fare collection system, and requires certain
assumptions on the arrival, processing, and repair rate distributions (i.e.,
that they are independent and exponentially distributed), it does obtain the
congestion.and delay distributionz directly. Hence, the computer time
required by the model does not depend on the passenger arrival rates, degree
of saturation (passenger arrival rate compared to service capacity), or

fallure and repair rates. The analytical model can therefore be used as the
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initial investigating tool for large problems, allowing many runs to be made
with many different parameter values, without using an inordinate amount of
computer time. From these runs, a far smaller number of scenarios of

interest can be identified and investigated with the simulation model.

The approach to such a model is a modification of that derived by Neuts and
Lucantoni (9) for the multiple-server exponential queue with a randomly-
varying number of servers. As with the simulation model, the service area is
represented as a queue with as many servers as there are machine units.
Passengers are assumed to arrive according to a Poisson process (i.e., the
interarrival time between any two successive passengers is independent of any
other passenger interarrival time and is exponentially distributed), and
their processing times are also assumed to be independent and exponentially
distributed. Similarly, times to failure and repair times for the machine
units are independent and exponentially distributed.

The modification to the Neuts-Lucantoni model is that the rate at which
failures occur in a service area is proportional not to the number of
functioning machine units, as specified in (9), but rather the minimum of the
number of functioning machine units and the queue length. In other words,
machine units cannot fail while they are idle. The modification results in a
straightforward change in the arguments in (9), which are then used to

directly calculate the probabilities (xjj), where

Xj§ = Probability that the queue length (number of customers either being
served or waiting for service) is i and that j machines are

functioning.
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The queue length probabilities (1i) are:

lj = Probability that there are i customers either being servzd or

waiting for service

= 3 g

3 (1)

and the mean queue length (congestion) is
©
L = 2 114 (2)

i=0

The mean time in the system (i.e., the time spent both in service and waiting

for service) is given by Little's Formula (10, P. 60) as

W = L/) (3)
and the mean delay time as

Wag = (/X - (1/v) = W= (1/m) , ()
where A is the arrival rate and u the processing rate of customers.
By the above process the analytical model computes the probability

distribution of the queue length (congestion), and the mean congestion and
delay.
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4. USING THE MODEL

4.1 Data Requirements

The data requirements of the model are of two kinds: hardware and passenger
flow. The hardware data include reliability and maintainability data, as
well as the passenger processing rate per machine unit and the number of
units provided, for each of the service areas in the station. The passenger
flow data include the passenger arrival rate, group size, and division of
passenger flow to the various service areas. While average values of these
data are acceptable.(one can assume, as the present models do, an exponential
distribution with the giveh average value as the mean), for simulation models
actual frequency distribution information is preferable if available, so that

the variability of the data from the average can be taken into account.
Specifically, the data requirements are as Zollows:

Passenger arrival rate (one parameter for entire system) -- The hourly rate
at which passengers arrive at the fare collection system during the peak
period. This may be established by a priori demand estimation technigues
or by an actual passenger count. Assuming a stable (i.e., steady-state)
mean flow during the peak period, a good estimate of the actual frequency
distribution of flow can be obtained by taking successive passenge:

counts over many brief periods of time (such as five minutes).

Group size (one parameter for the entire system) -- The size of a group of
arriving passengers (this can be given either as a single.deterministic
value or as a random variable defined by a probability distribution).
Passengers exiting Ffrom the transit system and those arriving in large
vehicles such as commuter vans or buses will generally come or go in
large groups, while passengers arriving on foot or in small vehicles
such as cars will usually arrive in small groups (frequently consisting
of just one passenger). This information is not easy to obtain, as it
requires direct observation of passengers, and careful observation at
that, since groups may form, merge, divide, or dissipate rapidly.
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Passenger processing rate (one parameter for each service area) -- The
hourly rate at which a machine unit in the service area can process
passengers, and hence the unit's capacity to handle passenger flow. This
is a difficult value to obtain under actual operating conditions. While
design capacities are normally given for a machine unit, this merely
represents the theoretical maximum rate at which passengers.can be
processed. The actual rate in the field, even assuming the unit is never
idle, will be significantly less, because of passenger time lost
accessing, fumbling for, or dropping coins or tickets, reading and
comprehending (or misunderstanding) instructions, making decisions while
using the unit, making errors and correcting them, and simply using the
unit at a slower rate than its capacity. The actual processing rate is
thus difficult to specify and estimate beforehand, and so can only be
obtained by an actual count which simultaneously obtains for a given time
period the number of passengers processed and the amount of time the unit
was actually busy. The latter data are not routinely collected, so that
a special effort must usually be made to obtain the passenger processing
rates. Furthermore, in a new or significantly upgraded fare collection
system such data by definition does not exist, and so can only be
estimated beferehand, as difficult and imprecise as that process is to
accomplish.

Failure rates, or reliability (one parameter for each service area)-- The
rate at which failures occur to a machine unit which make it unable to
process passengers. Because of the mechanical nature of the equipment,
and the resulting fact that the basic measure of stress to the unit, and
hence exposure to failure, is the use of the unit by an individual
passenger, i.e., one cycle, the measure of failure rate is best given in
terms of Mean Cycles Between Failures (MCBF). If necessary, -a Mean Time
Between Failures (MTBF) measure can be used (where the time used is hours
in actual use, rather than elapsed clock time), from which MCBF can be

obtained by dividing MTBF by the mean passenger processing time.

For an existing system, the MCBF can be obtained by direet observation, or
by combining passenger use records and failure logs. - For new or
significantly upgraded systems, since such data does not exist,
estimates, predictions, specifications, or manufacturer's descriptions of

relizbility must be used. 20



Repair times, or maintainability (one parameter for each service area) --
The elapsed time, in hours, between the failure of a machine unit and its
return to service. Notice that there are other concepts of repair times,
such as the time it takes to carry out the actual repalr on the unit, the
time between the discovery of the failed unit and its return to service,
etc. However, the repair time defined above is the appropriate one for
our purposes, as it denotes the length of time the system will function
at a reduced capacity due to the failure.

For an existing system, repair time can be obtained by direct
observation, or by consulting repair logs. If the latter, care must be
taken to include an estimate of the time necessary to detect a failure
which has occurred, as the logs will at best only give the time from
detection to return-to-service. (In addition, if the logs only give the
times to actually repair the units, estimates must also be made of the
time required for a repairman to travel to the failed unit, as well as
any additional travel time which may be necessary). For new or
significantly upgraded systems, the repair times must be estimated.

Number of machine units (one parameter for each service area) =~~ The number
of machine units nominally available for passenger use, in the absence of
failures. In a small station, space considerations may restrict the
number of machine units possible in a given service area, even if a

greater number would be warranted by dependability considerations.

Division of passenger flow to service areas (one parameter for each service
area) -- The proportion of arriving passengers who begin their use of the
fare collection éystem in that particular service area (see Figure 3).

In an aggregate sense, passenger flow division can be obtained by
determining flow rate counts for each of the service areas and comparing
them to the overall passenger arrival rate (or the total passenger flow
through the gates, which should be equivalent unless the system is
overloaded).



4.2 Suggested Precautions

Any model, including this one, is not an exact replication of reality, but
rather an approximaticn. As such, it exhibits differences from reality which
can mislead an unwary user. The following are some precautions which a user

should take into account.

A Monte Carlo simulation model depends on a random number generator to
produce the random variation in input data that is so important in putting
the simulated system "through its paces." Virtually all computer systems
have such a generator, which produces numbers which vary randomly between 0
and 1. However, some of these generators can be defective. In the early
stages of this effort, inexplicable discrepancies occurred between expected
and actual results. It turned out that the random number generator being
used by the computer tended to generate high numbers (values near 1)
significantly more often than low numbers (values near 0). A different
random number generator was substituted, and the discrepancies disappeared.
This is no isolated occurrence, since such problems have been described in
the literature. One must therefore make sure that the random number

generator being used is an accurate one.

The collection of data may also introduce some inaccuracies. For example, to
obtain the data for passenger processing rates, one must simultaneously count
. the number of passengers using the machine units and measure the total time
that these units are busy (the processing rate is the quotient of these two
values). If arrivals occur frequently but intermittently, the busy periods
of the machine units will be numerous but brief. It is often difficult to
tell exactly when a busy period begins or ends, and errors of several seconds
may be introduced, either because of this or merely through observer
inattention (this particular data collection effort requires much
concentration by the observer). Because of this difficult.ly, the data
collection process may introduce significant inaccuracies into the data when

the busy periods of the machine units are numerous but brief.
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The actual probability distribution of the data (i.e., whether it is normal,
exponential, or some other shape) may.be quite important to system
performance, as different distributions have different probabilities of
generating extreme values (i.e., values which are extremely different from
the mean, and especially values which are extremely larger than the mean).
It is often these extreme values (such as a random overwhelming surge of
passenger arrivals, or a random rash of failures) which cause system delay.
Nevertheless, quite often only the mean value is available for the desired
data, and so some particular type of distribution (such as the expcnential
one) must be assumed. If this is so, a possibly significant source of delay
may be missed.

Also, quite often only estimates are available for much of the required data.
While this is especially so for new or significantly upgraded systems, which
practically by definition have not had opportunity to accumulate actual
performance records, it also holds for some data, such as passenger
processing rates for machine units, in existing systems as well. Estimates,
however, may be inaccurate to a greater or lesser degree, which would then

affect the results of the analysis.

The final precaution applies to the 3imulation models. Clearly, breakdowns
and repairs of machine units occur far less frequently than do passenger
arrivals and departures. If the simulation is run for only a short simulated
time period, only a few breakdowns and repairs will have occurred. This will
make the results quite volatile and unreliable, since they will be highly
sensitive to the addition or subtraction of only a few breakdowns, or even a
change in the time of occurrence (i.e., early or late in the simulated time
period) of thes breakdowns which do occur. These kinds of events can take
place quite readily, simply due to the random fluctuations provided
(intentionally) by the random number generator. Furthermore, if the
simulation is run for a short simulated time period, the starting and ending
effects can be significant (starting effects are what happens between the
start of the simulatioh and the time it "settles down" to a steady-state

situation, while ending effects take into account the delay of passengers



still in the system when the simulation ends). Therefore, the simulation
models must be run for a long enough time (or enough separate runs nust be
made) for a sufficient amount of breakdowns and repairs to have occurred, and
for starting and ending effects to be no longer significant. This may

require a large amount of computer time.

With these precautions in mind, the models can be used by transit systems as

a useful tool in determining fare collection system requirements.
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5. SAMPLE RUNS

To demonstrate the model and its application to fare collection system
analysis, a number of sample runs were performed. For the single-service-
area simulation model, hypothetical test data were generated to describe a
ticket-vending facility under various circumstances. In addition, to
demonstrate the use of the multiple-service-area model for actual fare
collection system analysis, sample runs were also carried out based on
preliminary data obtained from the Miami Dade County Transit Authority
describing their stations and fare collection system (the sample runs,
described below, thus use preliminary configurations and are not intended to
reflect the final configuration of the actual Miami system). A base run was
made using a representative station, followed by various sensitivity runs to
assess the impact of possible changes in reliability, maintainability, and
the number of machine units at the station. Additionally, a single service
area of the representative station was used to provide a test example for the
analytical model. In a similar manner as with the simulation model exanmple,

a base run was made, followed by various sensitivity and tradeoff analyses.
5.1 Ticket-Vendor Simulation (Single-Service-Area Model)

In this analysis it is assumed that a ticket vendor has low reliability, and
that significant delays are occurring as a result. The aim is to assess the
base case, then examine a number of other cases to see how delay is affected

by various alternative approaches. These cases are defined as follows (see
Table 1 for the data):

1. The base case, in which there is a problem with low
reliability (note the MCBF of 120).

2. An extra ticket vendor is added.

3. The reliability of the ticket vendors is improved.

y, The maintainability of the ticket vendors is improved.

5. The reliability is improved as a tradeoff against worse
maintainability.

6. The maintainability is improved as a tradeoff against worse
reliability.
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Te Passengers arrived in much larger group clusters than in the base
case.

8. Case 7, but an extra ticket vendor 1s added.

9. There are twice as many ticket vendors, but also twice as many
passengers.

10. An unusually large passenger flow occurs initially, then recedes.
To handle this, an extra ticket vendor is added.

TABLE 1. DATA FOR SINGLE-SERVICE-AREA ANALYSES

Group Passenger Ser-
Group Arrival Arrival vice Maintain-
Size Rate Rate Rate Reli- ability
(per (per (per Number (per ability (MTTR;
Case hr.) hr.) hr.) of Units hr.) (MCBF) seconds)
1. 2 250 500 3 Ju0 120 720
2. 2 250 500 4 300 120 720
3. 2 250 500 3 300 480 720
y, 2 250 500 3 300 120 180
5. 2 250 500 3 300 480 2880
6. 2 250 500 3 300 30 180
7. 20 25 500 3 300 120~ 720
8. 20 25 500 Y 300 120 720
9. 2 500 1000 [ 300 120 720
10. 2 800/250% 1600/500% 4 300 120 720
#aprival rates are at first figure for first 360 seconds of simulated time,
then at second figure for the remaining time.
Underlining indicates changes from the base case (Case 1)

-

Cases 2, 3, and 4 are sensitivity analyses; Cases 5 and 6 tradeoff analyses;
and Cases 7, 8, 9, and 10 are variants of the base case. The results of the

model runs for the various cases are shown in Table 2.
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TABLE 2. RESULTS OF SINGLE-SERVICE-AREA ANALYSIS

Case 1 2 3 )i} 5 6 7 8 9 10
Mean
Queue Length 15.2 4,7 3.8 4.0 28.0 6.1 112.3 23.0 5.6 9.4
Mean

Passenger Delay 65.5 17.2 11.9 13.6 185.8 34.4 348.5 77.9 9.0 31.3
(Seconds)

In the base case (Case 1), the mean delay is about one minute per passenger, which
is a large amount of delay, and indicates that there is indeed a problem at this
service area. The three cases in which an improvement is made in the physical
system (Cases 2, 3, and 4), all improve the situation equally well, so that in a
choige among them, the least expensive alternative should be used. The two tradeoff
cases and the base case (Cases 1, 5, and 6) demonstrate that, in this particular
system, if any tradeoff is made, it should be in favor of maintainability. Case 7
demonstrates the adverse sensitivity of the system to heavily bunched arrivals,
which is significantly improved by the addition of the extra unit in Case 8. Case 9
indicates that the 1mprovemént in adding extra units is more than linear, i.e.,
twice as many units can handle more than twice as many passengers. Finally, Case 10
indicates that if the system has an extra (fourth) unit, it is moderately capable of

handling surges in passenger demand.
5.2 Full-System Performance Simulation (Multiple-Area Model)

The Miami Dade County Transit Authority is in the process of designing, procuring,
and constructing a rapid transit system for the Greater Miami area. Specifications
have been developed for the various fare collection facilities and contracts awarded
to supply these facilities. Estimates have also been obtained on passenger flow and
machine capacity. We shall use these estimates, along with the reliability and
maintainability specifications, as input data for a sample model run based on data
derived from an actual system (2,11).

The fare on the Miami system is collected at entry gates which accept either coins,
passes, or (at some stations) transfers. Some gates are set for full-fare
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passengers, while others are set for reduced-fare passengers. Passes are sold
off-site, while transfer dispensers and parking-lot-receipt machines operate in

the station area.

The station analyzed in the model run is derived from the Dadeland North station
during peak-hour operation (this station was selected because it is a relatively
important station which has enough passenger demand to result in significant
congestion and delay if enough machine units fail). For simplicity, the sample
station uses gates which accept (no transfers), processes full-fare only, and
includes only the gates and change machines. No exit processing of passengers

is required, so only the entering passenger flow will be examined.

In order to provide a multiple-service-area example, the station design will be
based on the preliminary design configuraiion for the Miami system, which
provides for change machines to change bills and coins (the final design
configuration, which does not include change machines, can be analyzed most
efficiently by using the single-service-area simulation model or the analytical
model). The station layout is shown in Figure 4. The estimated peak~hour
passenger flow at the sample station is 5400 passengers per hour. Of these, 30%
use the change machines, while 70% go directly to the gates. Passengers are

assumed to arrive one at a time, not in groups.

There are five gates at the station. Each gate has a physical capacity to
process 1800 passengers per hour. As mentioned previously, the actual field
processing capacity is lower than this and is difficult to obtain. As the Miami
system is not yet in revenue service, there is no actual field data available,
nor are there detailed analyses of the field passenger-processing capacity of
these types of gates. (There are data collection efforts undarway at.different
transit systems to obtain such information. As discussed earlier, it is not
straightforward to measure the field processing capacity). A rough rule-of-
thumb for field processing capacity of 75% of the physical processing capacity
is assumed for this analysis. Therefore, the gate processing rate used in the

model runs is .75 x 1800, or 1350 passengers per hour.
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There are also six coin changers. Each can process bills at 12 transactions per
100 seconds, and coins at 20 transactions per 100 seconds. The transactions
involve bills 85% of the time and coins 15% of the time. The mean transaction
rate is therefore 12%(0.85) + 20#(0.15) = 13.2 per 100 seconds, or 7.92 per
minute, or approximately 475 per hour. Using the rule-of-thumb field processing
rate ratio of 75%, we obtain an estimated field transaction rate of 360

passengers per hour for the changers.

The reliability specifications are an MCBF of 60000 for the gates and 80000 for
the changers. For maintainability, the specifications are that the time to
carry out the actual repair on a unit shall not exceed 0.6 hours (36‘minutes)
for the gates and 0.3 hours (18 minutes) for the changers. We shall assume that
the time to detect a failure and get a repairman to the failed unit averages 0.2
hours (12 minutes). Therefore, the specified mean total downtime due to a
failure (MITR) shall be 0.8 hours (48 minutes) for the gates and 0.5 hours (30

minutes) for the changers.

The analysis focuses on the gates, investigating the effects of changes in the
number of gates and their reliability and maintainability. Ten cases are
examined (the data for the gates are tabulated in Table 3):

1. The base case, with specifications as described above.
2. The gate reliability is 10000 MCBF.

3. The gate reliability is 3000 MCBF.

4. The gate reliability is 1000 MCBF.

5. Case 4, but with 6 gate units.

6. Case 4, but with a mean total downtime of 0.6 hours.
7. Case 4, but with a mean total downtime of 0.3 hours.
8. Case 4, but with a mean total downtime of 0.2 hours.
9. Case 4, but with a mean total downtime of 0.1 hours.
10. Case 3, but with only U4 gate units.
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TABLE 3. DATA FOR MULTIPLE-~SERVICE AREA ANALYSES

Gate : : Gate
Arrival  Number Processing

Rate of Maintainability Rate

(per Gate Reliability (mean total downtime) (per)

Case hour) Units (MCBF) (in hours) hours)
1 5400 5 60000 0.8 . 1350
2 5400 5 10000 0.8 1350
3 5400 5 3000 0.8 1350
4 5400 5 1000 0.8 1350
5 5400 Q. 1000 0.8 1350
6 5400 5 1000 0.6 1350
7 5400 5 1000 0.3 1350
8 5400 5 1000 0.2 1350
9 5400 5 1000 0.1 1350
10 5400 & 3000 0.8 1350

Underlining indicates changes from the base case (Case 1)

The results for the gates are as follows (Table U):

TABLE 4. RESULTS OF MULTIPLE~-SERVICE AREA ANALYSES

Case 1 2 3 y 5 6 K 8 9 10

Mean Queue Length 3.2 3.2 9,2 u40.2 3.3 28.0 20.4 7.3 5.3 ®
(Congestion)

Mean Passenger Delay 0.5 0.5 6.6 34.1 2.6 24.2 16.7 4.6 2.6 *
(in seconds, exclud-
ing processing time)

#Infinity (queue length exceeds 500)

(Note -- Except for Case 10, the mean congestion and delay at the coin changers
(not the gates) remaln more-or-less constant over all the cases at mean queue

lengths and mean passenger delays of approximately 6.0 and 3.0, respectively.)

t4
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There are a number of conclusions which can be drawn from these results:

(Evaluation of given situation -- Case 1) No serious delay problems are

expected from the fare collection system as specified.

(Sensitivity analysis of gate reliability -- Cases 1-4) (Figure 5) The
specification for gate reliability can be signifieantly reduced from its
original level of 60000 MCBF without seriously affecting delay. In fact,
the reliability can decrease by almost an order of magnitude without
serious impact. Delays start becoming significant when the MCBF reaches
3000, and become a problem when the MCBF reaches 1000.

(Sensitivity analysis of increased number of gates under conditions of low
reliability -- Cases 4 and 5) Adding one additional gate, making six units
in all, when the gate reliability is low (1000 MCBF), is equivalent, in
terms of the resulting delay, to entirely solving the problem of low
reliability, i.e., improving the reliability to effectively 60000 MCBF.
(Note that with cost data showing how cost varies with reliability, an
effective tradeoff analysis can be made to decide whether adding a gate or
improving gate reliability would be more cost-effective.)

(Sensitivity analysis of maintainability under conditions of low
reliability -- Cases 4 and 6-9) (Figure 6) A delay problem due to low
‘reliability can be solved for this system by improving maintenance
response, but the improvement must be consider-able (even an improvement
from 0.8 hrs. to 0.1 hrs. does not completely restore the performance of
the base case). Notice that the nominal detection and response time for
the system is 0.2 hours, so that Cases 8 and 9 can only be brought abcut by
an improvement in this time, not just by an improvement in the repair time
itself.

(Sensitivity analysis of decreased number of gates under conditions of

marginal reliability -- Cases 3 and 10) The system cannot operate with
fewer than five gates. If failures occur under a four-gate operation, the
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system will sustain catastrophic congestion and delay. (In fact, even
without the impact of failures, the four-gate system is operating at
capacity, so that large congestion and delay can arise simply due to random
surges of passenger arrivals.)

(Tradeoff analysis of reliability vs. maintainability under conditions of
low reliability -- Cases 3, 4, and 8) An increase in the reliability (of
Case 4) from 1000 to 3000 is approximately equivalent in delay impact to an
improvement in the maintainability from 0.8 hours to 0.2 hours.

Remark -- The precautions descfibed previously apply of course to the
interpretation of this example, especially the prscaution on the volatility of
the results when only a few breakdowns have occurred. For example, with an MCBF
of 3000, an average of 1.8 breakdowns would be expected in a peak hour in which
5400 passengers arrive (5400/3600=1.8). Of course, however, in an actual
simulation run the number of breakdowns would be some (Poisson-distributed)
integer-valued random variable of 0, 1, 2, 3, or more, depending not only on the
underlying probability distribution for the breakdown process, but also on the
particular sequénce of random numbers on which the specific run is based. The
most likely number of breakdowns to occur, 2, is indeed what happens in the
actual sample run. However, in another run using the same input data, the
number of breakdowns could be 1 or 3, since each run is based on a new sequence
of random numbers. This would significantly change the results.

The way to make the results less volatile is to run a number of independent
peak-hour runs and combine the results (or make a single run for a long time
period). For example, if five independent runs were made of the peak-hour
situation with an MCBF of 3000 (or if one run were made for a five-hour period
under peak conditions), the expected number of breakdowns would be 9.0. To have
8 or 10 breakdowns instead of 9 would clearly affect the delay result much less
than to have 1 or 3 breakdowns instead of 2. The results would therefore be
less subject than before to random fluctuations in the simulation process. To
make these five runs, however, would use five times as much computer time. For
the simulation with an MCBF of 3000, this would mean over 22 minutes of CPU time
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instead of under 5 minutes. Since the cost of such amounts of computer time
would have been prohibitive, only one 1-hour time run was made for each case
examined. In a real situation, however, either longer or multiple runs must be

carried out.
5.3 The Analytical Model (Single-Service-Area Analysis)

In this section the analytical model described in Section 3.3 is used to examine
the coin changers in the Miami-system-based example discussed above. The
analytical model considers a single service area (i.e., the coin changers)
rather than the complete system. However, this is a reasonable approach in this
example, since the coin changers receive customers directly from outside the
system, not from any other service area within the fare collection system
itself.

Since 5400 passengers per hour arrive at the station and 30% use the coin
changers, the mean arrival rate at the changers is 1620 passengers per hour. As
described in the previous section, there are six changer units which process
passengers at a rate of 360 passengers per hour each, with a reliability of
80000 MCBF and a maintainability of 0.5 hours mean total downtime.

Eight cases are considered (the data are tabulated in Table 5):

1. The base case, with specifications as described above.
2. The reliability is 8000 MCEF.

3. The reliability is 4000 MCBF.

4, The reliability is 3000 MCBF.

5. Case 4, but with a mean total downtime of 0.4 hours.
6. Case 4, but with a mean total downtime of 0.3 hours.
7. Case 4, but with a mean total downtime of 0.2 hours.
8. Case U, but with a seventh coin changer unit added.
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TABLE 5. DATA FOR ANALYTICAL MODEL ANALYSES

Changer ' Changer
Arrival Number ‘ Processing
Rate of Maintainability Rate
(passengers Changer Reliability (mean total downtime; (passengers
Case per hour) Units (MCBF) in hours) ' per hour)

1 1620 6 80000 0.5 360

2 1620 6 8000 0.5 360

3 1620 6 4000 0.5 360

4 1620 6 3000 0.5 360

5 1620 6 3000 0.4 360

6 1620 6 3000 0.3 360

7 1620 6 3000 0.2 360

8 1620 1 3000 0.5 360

The resulting mean congestion and delay for these examples are shown in Table 6 (the
delay is obtained by using formula (4), Section 3.3):

TABLE 6. RESULTS OF ANALYTICAL MODEL ANALYSES

Case 1 2 3 y 5 6 7 8

Mean Queue Length 5.9 8.1 18.0 40.9 12.8 8.1 6.8 6.3
(Congestion)

Mean Passenger 3.1 8.6 30.0 80.9 18.4 8.0 5.1 4.0
Delay {in
seconds, not
including
processing time)

Some of the conclusions which can be drawn from these results are:

(Evaluation of given situation -- Case 1) The coin changer service

area as specified should not have serious delay problems.
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(Sensitivity analysis of coin changer reliability -- Cases 1-4) (Figure
7) The coin-changer reliability specification can be significantly
reduced from its original level of 80000 without significantly degrading
the system. A decrease of an order of magnitude, to 8000, only
marginally increases the delay. Delays start becoming significant when
the MCBF reaches 4000, and become a problem when the MCBF reaches 3000.

(Sensitivity analysis of coin changer maintainability under conditions
of low reliability -- Cases 4-7) (Figure 8) An improvement in mean
maintainabilty from 0.5 hours ﬁo 0.4 hours will signifiecantly reduce the
mean delay resulting from low reliability (3000 MCBF). Further
improvements beyond this occur more-or-less proportionally, i.e.,
decreasing the maintenance recovery time by one-half will decrease the

mean delay by one~half.

(Sensitivity analysis of increased number of gates under conditions of
low reliability -- Cases Y4 and 8) Adding an additional unit to the
system when the reliability is low (3000 MCBF) solves the reliability
problem, i.e., the mean delay becomes similar to that of the original
system (which has the specified reliability of 80000 MCBF).

(Tradeoff analysis of reliability vs. maintainability under conditions
of low reliability -- Cases 1,2,4,6,and T7) Improving the maintenance
recovery time (of Case 4) from 0.5 hours to 0.3 hours is equivalent to
improving the reliability from 3000 MCBF to 8000 MCEF. Improving the
recovery time from 0.5 hours to 0.2 hours is nearly equivalent to
improving the reliability from 3000 MCBF to the full original
specification of 80000 MCBF.
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6. THE COST MODULE

We have dealt so far with the analysis of the passenger congestion and delay in
a fare collection system, given the configuration of the station, passenger
demand, and the processing rates, reliability, and maintainability of the
equipment. However, one would often like to have some idea of the cost of the
various alternatives,; since this would supplement the information on passenger
dependability performance and thus provide an enhanced analysis of the
comparative strengths and weaknesses cf each alternative. To that end, we have
developed a cost module which computes the annual costs relevant to fare
collection dependability (these include equipment acquisition, spares provision,
equipment operation, and scheduled and corrective maintenance). The module
accepts input data on equipment acquisition costs, operation costs, discount
rates, spares requirements, annual required scheduled maintenance, pay rates for
repair personnel, and annual passenger volume, and uses these data, along with
data previously supplied to the model, to calculate specific and total
annualized costs at the station under considera-tion. The module thus makes
possible such analyses as cost/performance evaluations, sensitivity assessments
of costs to changes in specifications, tradeoffs between cost and performance,

and tradeoffs between different types of costs.

6.1 Module Description

Among the large variety of costs incurred in operating a transit system, five
types play a role in fare collection dependability analysis:

Capital costs -- This represents the price to acquire the fare collection
equipment. It includes the direct cost of the equipnent itself, as well
as the costs of financing, specification development, prdcurement,
delivery, installation, etc.

Spares costs -- In order to assure having enough functioning equipment
available for adedﬁate operation, one must have more equipment on hand
than required for service, with the excess kept as spares to replace
units which fail in the field. Spares cost is the cost of this extra

equipment. “The requirement for spares is stated as a given percentage of
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the number of field units, and so spares cost will be a similar
percentage of the capital cost.

Operating cost -- This is the cost to operate the fare collection
equipment. It consists of such costs as energy, media (such as tickets
or tokens), routine service other than maintenance (such as ticket

filling, ticket removal, coin-change filling, or revenue removal), etc.

Scheduled maintenance -~ The equipment must be maintained periodically to
keep it in good operating order. Often, such maintenance is required to
keep valid the warranties on the equipmént, and in any event it will tend
to enhance equipment reliability, thus improving performance and

decreasing repair costs.

Corrective maintenance -- This is the cost incurred to repair equipment
which fails while in service. This cost, mainly for personnel, transportation,
and parts, clearly depends on the reliability and maintainability of the

equipment, as well as the number of units and passenger demand at the station.

Note that the above costs apply to a given type of fare collection equipment.
If the analysis covers multiple service areas (coin changers, ticket vendors,
and gates, for example), there will be several sets of these costs, one for each

type of service area.

The cost module calculates annual costs of each of the above five types at the
station under consideration. To obtain these costs, the following data are
required (in addition to the information already provided to the dependability
model itself):

1. Acquisition cost per unit:
The total price to acquire one machine unit of the fare collection
equipment.

2. Useful life of the unit:
The number of years the unit will provide adequate service. After the
useful life period has elapsed, one will expect to have to replace the

unit, thereby incurring a new acquisition cost.
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3.

7.

Discount rate (exclusive of inflation):

The “time value of money"; the ratio of the value of one dollar now to
the value of one dollar a year from now. The discount rate is used to
convert acquisition cost, a single expense incurred at the start of the
useful life of the equipment, to annualized capital cost, the equivalent
annual expense. This conversion is necessary since the other costs in
the module are provided and calculated on an annual basis. The
annualized capital cost represents the annual repayment which would be
required for a loan equal to the acquisition cost, with an interest rate
equal to the discount rate and a repayment period equal to the useful
life of the equipment.

Spares ratio:
The number of additional units to be bought as spares, expressed as a

percentage of the number of units required for active service.

Annual operating cost per unit:
The coct for enebgy, media, routine service, etec., for a single machine

unit for one year.

Annual hours of scheduled maintenance:
The number of labor-hours needed to perform the required scheduled

maintenance on a single unit for one year.

Hourly pay rate for repair personnel:
The costs for repair personnel, including benefits, supplies, and
overhead.

Annual passenger volume at the station:
The total volume of passengers passing through the fare collection area
during the year. This determines the usage of the equipment, and hence

the number of failures and consequent corrective repair actions.

The five cost types are calculated from the above input data as follows (a
dagger ™" indicates data from the dependability model itself, rather than the
above data):
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I. Annualized Capital Cost

ACAP = ACQ * (r / (1-(1+r)=t)) * (n)
where
ACQ = acquisition cost
r = discount rate
= useful life

n = number of units at the station'

I1. Annualized Spares Cost:

SPRS = s ® (ACAP)
where
s = spares ratio
III. Operating Cost:
OPER = n # (UOPR)
where
UOPR = annual operating cost per unit

IV. Cost of Scheduled Maintenance:

SCHD = h * n * y

where
h = annual hours of scheduled maintenance per
unit
W = pay rate for repair personnel

V. Cost of Corrective Maintenance:

CORR = (VOL) * (p) * (1/MCBF) * (MTTR) * (w)
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where
VoL = annual passenger volume at station
p = passenger split; i.e., percentage of total
passengers who use the service area
containing the equipment under consideratioé-
MCBF T

MTTR

1]

Mean Cycles Between Failures
.i.

Mean Time To Repair

6.2 Sample Cost Analysis

To demonstrate the cost module, we have carried out sample runs based on the
full-system example in Section 5.2. The cost and other additional data
necessary for the cost module are based on cost information for the faregates at
the Metropolitan Atlanta Rapid Transit Authority. (The anumbers used in these
examples, however, represent hypothetical situations and therefore do not
reflect actual costs at Atlanta. In fact, it is because these are hypothetical
situations that we can reasonably combine the Atlanta-based cost data with the
Miami-based performance and demand data.)

The passenger arrival and proceséing rates, the number of gate units, and the
gate reliability and maintainability are the same as those provided for the

fuli-system example. To recapitulate, these values are:

Passenger arrival rate = 5400 passengers/hour
Passenger processing rate . = 1350 passengers/hour
Number of machine units = 5

Reliability = 1000 MCBF
Maintainability = 0.8 hours MITR

Percentage of passengers using gates = 100%

The cost and other additional data are:

Acquisition cost = $33000/unit
Useful life = 10 years
Discount rate = 10%
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Spares ratio

Annual operating cost

5.5%
$4100/unit

n

Annual hours of scheduled maintenance = 36 hours/unit

Pay rate for repair personnel

$15.66/hour

Annual station passenger volume = 2,448,000 passengers/year

Eight cases are considered in these sample analyses:

1.

2.
3.

i,

The base case, with data as shown above (this case is equivalent to
4 in section 5.2).

An extra unit is added.

A minor improvement increases the reliability to 1667 MCBF, while
increasing the acquisition cost by $1000.

The scheduled maintenance is doubled to 72 hours annually, and the
equipment reliability improves so as to keep the total annual costs

unchanged from the base case.

(Cases 5 - 8): The following reliability improvements occur, and the

acquisition cost increases so as to leave total annual costs unchanged

the base case.

5.
6.
T.
8.

The reliability improves to 1667 MCBF (as in Case 3 above).

The reliability improves to 3000 MCBF.

The reliability improves to 10000 MCBF.

The reliability improves to 3000 MCBF, and the useful life improves

15 years.

The results of the analysis are as follows (underlined values represent the

answers sought in each particular case):

Case

from

to



Spares ratio 5.5%

Annual operating cost = $4100/unit

Annnal hours of scheduled maintenance = 36 hours/unit

Pay rate for repair personnel = $15.66/hour

Annual station passenger volume = 2,448,000 passengers/year

Eight cases are considered in these sample analyses:

1. The base case, with data as shown above (this case is equivalent to Case
4 in section 5.2).

2. An extra unit is added.

3. A minor improvement increases the reliability to 1667 MCBF, while
inereasing the acquisition cost by $1000.

4. The scheduled maintenance is doubled to 72 hours annually, and the
equipment reliability improves so as to keep the total annual costs

unchanged from the base case.

(Cases 5 - 8): The following reliability improvements occur, and the
acquisition cost increases so as to leave total annual costs unchanged from

the base case.

5. The reliability improves to 1667 MCBF (as in Case 3 above).

6. The reliability improves to 3000 MCBF.

7. The reliability improves to 10000 MCBF.

8. The reliability improves to 3000 MCBF, and the useful life improves to

15 years.

The results of the analysis are as follows (underlined values represent the

answers sought in each particular case):



Case 1 2 3 Y 5 6 7 8
Reliability (MCBF) 1000 1000 1667 1100 1667 3000 10000 3000
Number of gate units 5 6 5 5 5 5 5 5
Sched. maintenance
hours 36 36 36 T2 36 36 36 36
Useful life (years) 10 10 10 10 10 10 10 15
Acquisition cost $33000 $33000 $34000 $33000 $U47300 $56900 $65200  $70400
Annuél Costs
Capital $26853 $3222U4 $27667 $26853 $38489 $46301 $53005  $46279
Spares 1477 1772 1521 1477 2116 2546 2918 2545
Operating 20500 24600 20500 20500 20500 20500 20500 20500
Scheduled Main- _
tenance 2819 3383 2619 5638 2819 2819 2819 2819
Corrective
maintenance 30688 30668 18398 27880 18398 10223 3067 10223
Total annual costs  $82317 $926U47 $70905 $82348 $82322 $82389 3$82359 $82366
Mean passenger delay 34.1 2.6 14,2 25.6 14.2 6.6 0.5 6.6

(seconds)

From the above analyses, one can draw a number of conclusions:

(Case 1) The base case shows a very high mean passenger delay (this

delay, of course, is the same as Case 4 of section 5.2).
needs to be taken to reduce delay.
reliability, the corrective maintenance costs are quite high; in fact
they are of the same magnitude as the capital and the operating costs.

Some action

Furthermore, because of the low

(Case 2) By adding a sixth gate unit, the mean passenger delay drops off

sharply, becoming virtually insignificant.

However, the total annual

costs rise by some $10000, or 12.5%, mostly due to increased capital and

operat%pg costs. Despite the greater number of machines, corrective

maintenance costs remain the same, since each machine handles fewer

passengers (the corrective maintenance cost iP unchanged because it

depends on total annual failures at the statiou, which in turn depends on

machine reliability and total passenger volume, both of which are -
unchanged from Case 1).
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(Case 3) The minor equipment improvement is definitely worthwhile at a
cost of $1000. 1In fact, not only does the mean passenger delay decrease,
but total annual cost decreases as well, since the savings in corrective
maintenance cost due to fewer failures outweigh the increase in capital
and spares cost. Case 3 thus represents not a tradeofS from Case 1, bﬁt
in fact a clear improvement.

(Case 4) From a strictly cost standpoint, a doubling of the scheduled
maintenance effort is worthwhile if it yields at least a 10% increase in
reliability. However, such a small reliability increase still leaves a

large mean passenger delay.

(Case 5) The minor improvement of Case 3 represents a clear advancement
even at costs more expensive than $1000, up to a cost of $14,300.
Therefore, the conclusion of Case 3 will hold up even against severe cost

overruns.

(Cases 5,6, and 7) As the equipment reliability improves, the corrective
maintenance costs decrease. One can therefore sustain increased
acquisition costs in order to cbtain this improved reliability and still
have the situation of bettepr passenger dependability for the same or
lower cost. This situation of absolute improvement holds as long as the
acquisition cost remains below a gilven cutoff figure, which is plotted in
Figure 9 against the associated equipment reliability (for acquisition
costs above this figure, the situation becomes a cost/performance
tradeoff rather than an absolute improvement). For an improvement in
reliability from 1000 MCBF to 1667 MCBF (a range of improvement possibly
achievable by a small enhancement or retrofit), the acquisition costs can
increase by up to 43% while still yielding an absolute improvement. For
an improvement in reliability from 1000 MCBF to 3000 MCBF purchase of new
or replacement equipment), the acquisition costs can increase by up to
72%. For an improvement in reliability from 1000 MCBF to 10000 MCBF (a
range of improvement which likely would need an advance in the state of
the art compared to the equipment used in the base case), the acquisition

costs can increase by up to 97%.
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Note that the acquisition costs increasing by more than the given limits
for the specified reliability does not imply that the improved equipment
would not be a better buy than the base~case equipment. Rather, it would
simply imply that total annual costs would increase. Since the mean
passenger delay is significantly better for the improved equipment (the.
decreases in delay are 67%, 85%, and 98%, respectively, for the three
cases), the additional annual cost could in fact be worthwhile. The
analysis in this case would show the tradeoff between annual cost and
mean passenger delay, and thus facilitate the decision between the two

choices of equipment.

(Cases 6 and 8) 1In order to obtain an increase in the useful equipment
life from 10 years to 15 years (assuming an equipment reliability of 3000
MCBF), it is feasible to spend up to a 24% increase in the acquisition
cost. Since the equipment reliability and hence the mean passenger delay
‘'is unchanged, this does not represent a tradeoff between cost and
dependability, but rather a clear improvement or worsening of the current
situation, according to whether the acquisiticn cost inereases by less or
more than 2L%.
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7. SUMMARY AND FURTHER DEVELOPMENT

In this report, we have discussed the concept and importance of fare collection
system dependability analysis, as well as the types of such analyses and their
uses to transit systems. Analysis software consisting of simulation and
analytic queuing models has been developed to assess the performance and cost of
fare collection systems. Sample analyses based on data derived from actual
transit systems have been presented to demonstrate the use of this software for
fare collection system analysis. (If these sample analyses had been those of an
actual transit system, such a system would have realized that they could reduce
their reliability specifications by nearly an order of magnitude with little
degradation of performance, and also implement a reliability-improving retrofit
while recouping the expenditure involved through lower corrective maintenance

costs.)

This report and the accompanying software fulfills the development of the fare
collection performance model. However, the modeling effort is really not
complete until transit systems can actually use the model to carry out their
fare collection system analyses. The next step, therefore, is to facilitate the
use of the model by transit operators and planners. Towards this end, we shall
enhance the model's efficiency and user-friendliness, and demonstrate the model
by applying it to current fare collection planning efforts. This includes the

. following activities:

User-friendliness
Improvements in model efficiency
Interactive menu and query system for users
Graphic output
User's manual

Obtaining of comments and feedback from potential transit users

Model Demonstration
Support of fare collection system planning and design efforts
Implementation of models at existing transit systems
Holding workshops and conference presentations on the model and

its use



APPENDIX

PROGRAM LISTINGS FOR FARE COLLECTION
DEPENDABILITY ANALYSIS MODELS



A.1 LISTINGS FOR SIMULATION MODEL

Main Program MAIN.
Subroutines

DETIME
QUEUE
BRAKDN
RANDU
BEGIN
INPUT
ENDING
CSTMOD
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CDMMDN/SI/DEP(3,500),NCU5T(3),PASS(31500)
1 +TOLAY(3,500),FUNIT(3,500)
CUMWUN/SZ/AR?TM(3,500),NQUEUE(3),FASQ(3,500)
1, TULAYQ(3,5G2),FUNLITG(3,500)
COMMON/S53/REP(3,30),NDOWS(3)
CQMMHN/S4/IS,1MULT(1000),IQUE(lOOO),IUNIT(lOOO),ILDC2(1000)
CJMMON/SS/NM,ARHATE,NARR,SRVBAR,MCBF,RPRBAR,TIMEND,DLYMAX
+PRTIM,ALT,PROB, ISEED,LAST,1COST, IPRINT
,CUNIT,LIFE,DISCRT,SPARES,OPER,HRSMNT,HRATE,PASSYR
DTMENSION LABEL(5),LSTAR(51),QLSTAR(101)
2UMTASIQON CUNIT(3),LIFE(3),SPARES(3),DPER(3),HRSHNT(3)
DIMENSION WRATE(3),C0ST(3,6),QLPRAOB(500)
TATEGER QLDIST(3,0:50C)
ItTEZEGER PASSYR
ISTEGER PAS5,PASG,AUNIT,FUNIT,FUNITQ
LNTEGER QUE,QL(3),BLANK,STAR,QSTAR,QLSTAR,CDUNT(3),NM(3),
1 PRINT,MULT(3),UKE,FROMWY,UNIT, MCBF(3),NP2(3),NPASS(3)
INTEGER PERIDD,RPT
REAL LOSSPR(3), TDTQL(3), PROB(3),RPRBAR(3),TOTDLY(3)
REAL WLBAR(C3), SKVBAR(3), SRVRTE(3), DLYBAR(3)
DATA LABEL/'ARRIV','DEFRT’,'RPAIR',’BRKDN':'CDNTN'/
. DATA FROMKH/O0/,0NE/1/
DATA MMUNIT/3/,BLANK/” “/sSTARS“*°/ . QSTAR/ “H#°/

[

ReAD IN THE INPUT THROUGH SUGBROUTINES BEGIN AND INPUT

20 CALL HRGI”(FHDMWH,Nﬂ,ARR!TF,NARR,SRVBAR,MCBF,RPRBAR,
1 TIMEND,DLYMAX,PRTIM,ALT,PRUB,ISEED,PRINT,NMUNIT,CUNIT
2 ,LIFE,DISCRT,SFAEES,GPER,HPSMHT,HRATE,PASSYR,ICUST’IPRINT)

MIST uF THE IN2PUT VARIAZLES (*4,AR#ATE,NARR, SRVBAR,MCBF,
RURAMAR, VTMEND,DLYM AKX, PP TIri, ALT,PROB, ISEED), ARE LISTED
In SULRDUTINE "EBEGINC,

DTHER “aln VARIASLES AND CONSTANTS:
TY S wAME oESCRIFTION

R ARk NEXT AKRRIVAL

i LHNGAR MEAN AKRIVAL TIMF IN SECUNDS

< ARETH ARRIVAL TIME

1 BLANK ELANK VALUE FOK GRAPHS

H ERK 2500 RANDOM NUMBERS FOR BREAKDOWNS

1 COUNT IN CONJUNCTIUN WITH °MULT”, AIDS IN PRINTING THE
QUEVE LENGTH GRAPH EVERY 10 SECONDS

t DELAY DELAY TIME

] Ly DFEPARTURE ARRRY

R UEP] NEXT DEPARTURE-IS USED OMLY FOR PRINTING PURPOSES
AND DOES NOT FIGURT INTO ANY CALCULATIONS

2 DLYYL.AR  MEAN DELAY

R DT1ME DEPARTURE TIME FOR THAT PASSENGER

1 TXNEX DETERMINES IF AN ARPRIVAL, DEPARTURE OR REPAIR
SHUULD BY PROCESSED NEXT (VALUES ARE 1, 2 0rR 3
WJTH O AT THE START)

1 LATEL ALPUARETIC ARRAY OF TITLES FOUP THE CURRENT

PROCEDURE
LEVENT  LAST EVENT
LuC LOCATIUN OF °*¢ WITHIN GRAPH TO BE PRINTED NN UNIT 4

Lnc1 LOCATION OF “%° WITHIN GRAPH TO BE PRINTED ON UNIT 7
Loc2 LOCATIOR OF “¢° wITYIN GRAPH TU BE PRINTED ON UNIT 5

b ey
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LOSS OF SERVICE

L5S UF SERVICE PROBABILITY

GRAPH FOR UNIT 4

1% CONJUNCTION WITH “COUNT”, AIDS IN PRINTING THE
QUEUs LENGTH GRAPH EVERY 10 SECONDS

NUMBELR OF CUSTCMERS-DNLY USED IN SUBROUTINE “DPTIME”
NUMBER OF BREAKDOWNS~ONLY USED IN SUBROUTINE “BRAKDN®
NUMBER OF UNITS

PASSENGER NUMBER - USED IN MEAN QUEUE LENGTH
PASSENGER NUMBER-1NVOLVED IN MEAN DELAY

NUMBER IN QUEUE-GNLY USED IN SUBROUTINE “QUEGE®

A SWITCH USED IN SETTING NEW ARRIVAL RATE

PERIOD FOR THE QUEUE LENGTH GRAPH (USUALLY 10 SECONDS)
QUEUE LENGTH IN SERVICE OR WAITING

MEAN GQUEUE LENGTH

GRAPH FOR UNIT 5 AND UNIT 7

£ VALUE FOR GRAPHS

USED FOR PLACEMENT OF # IN GRAPHS

RZPAIR ARRAY

NEXT REPAIR=THIS VARIABLE IS ONLY USED FOR PRINTING
PURPCSES AND DGES NOT FIGURE INTO ANY CALCULATIONS
ARRAY QF RANDOM NUMBERS FOR BREAKDOWKS

REPALR TIME

SERVICE TIME

SERVICE RATE-EANCY MACHINE SERVES X NO. OF PASSENGERS
rER HOUR

* VALUE FOkK GRAPBS

TIME MINWIMUM, TIME ARRIVAL

TOTAL DCLAY

TOTAL QUEUVE LENGTH

THE NUMBER DF UNITS (OR TYPES OF MACHINES);
CUREFNTLY CEFINED AT 3, BUT TO RETURN TO A SINGLE
UNIT, JUST GIVE AN ARRIVAL PROBABILITY DF 1.0 FNOR
UNIT 3, ANL THE OTHER 2 UNITS WILL NEVER Bk USED

ALL CNUNTEERS

D0 45 UNIT=1,HMUNIT
NCUST(UNIT)=0
p2LEBECUNITI=O
NDAWNCUNIT)=D
SPASS(UNIT)I=0
wL(UNIT)=0

NP2 (UNLT)=C
THTODLY(UNIT)=0.
TOTAL(UNIT)=0.
tHULT(UNIT)=0
CRUNT(UNIT)=0
DREF(UNIT,1)=1.E9

KR (UNIT,1)=1.E9
LDSSPQ(UNIT)=MCBF(UNIT)/FLOAT(MCBF(UNIT)-1)
oy 45 1=0,500
GLDIST(UNIT,I)=0

A6



45 CONTIMIE

¢

C GET RAMDOM NUMBER GENERATOR STARTED
c

IF(1SEED.EQ.99999)GO TO 51
CPLL KENDU(ISEED,IX1,R)
CALL RANDU(ISEED+40,1X2,S)
CALL RARBU(ISEED+80,1X3,5)
CALL RANDU(ISEZLD+120,1X4,S)
CMLL RANDU(ISEED+160,1X5,S)

GO TO 52
51 TYPE 512
512 FOEMAT(® ENTER LAST kANDOM NUMBER SEEDS FROM PRIOR RUN®/

1 7X°(FIVE INTEGER VALUES; ON ONE LINE SEPARATED BY SPACES)’)
ACCEPT 511,IX1,IJ(2,IX3,IX4,IX5 :
511 FOLMAT(SI)
CALL RANDU(CIX1,IY,R)
1X1=1Y

DETLAMINE FIRST ARRIVAL

uaan

[\ 9]

RRenbhr=3600./APRATE
ARiz=ARRBARALOG(1.-R)

COMPUTE SERPVTCE RATE

OO0

) 44 UNIT=1,MMUNIT

SrVRTE(UNIT)=1.E9

IF(SEVBAR(UNIT).EQ.0.)G0 TO 44

SEVETE(UNIT)=3600./SRVBAR(UNIT)
4% CIONTINUE

ILITIALIZE GRAPH ARRAYS

i) €2

bG 5§ 1=1,5%1
L5T2r(1)=RLAYX
L% 15 I=1,1641
18 GLOTAX(I)=8LANK
ak1TE(4,302)
362 FOFMAT(1H1,® PASSNGR®,” AT ARRIVAL*,2X*SERVICE®,3X"DELAY",
1 /,9X,7UNIT",4X,°TIME",5X,“TIME®,4X"TIME"/)
wRETZ(T,400)
400 FOrMAT(1K1,* PASS®,2X,“UNIT s ARRIVAL”,2X°QUEUE“/15X"TIME",
1 4X,°LENGTH"/) :
480 FORMAT(1H1,” TIME®,2X°CUEUE®,4X,°AT*,/TX°LENGTH UNIT*//)
wRITE(6,202)
202 FO#MAT(1H1,2X"TIME®,* EVENT®,6X°NEXT”,7X°NEXT*,5X°NEXT®
sAXGUEUE",3X*MACHINES AT®/19X°ARRIVAL“,2X°DEPARTURE"
22X REPATR ,2XLENGTH",2X,“IN SERVICE UNIT®/)
WEITE(8,450)
490 FO=MAT(® OEPAKTURE®,13X“INITIAL®,3X°TOTAL®/
1 3X°TIME®,5X°PASSENGER”,4X"UNIT*,5X“DELAY*/)
60 19 LH=10,30,10
LD4=LD+4
Lo7=LD+7
LDE=LD+8&
WRITE(LD4,302)
¥iPITE(LD7,400)
WHITE(LDS,49¢)
19 COLTINUE

[5]]
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c
c

PRINT NUT GRAPH HEALINGS FOR INTERACTIVE GRAPHS

1302

1

140¢

1480

OO0 0 LCOoOOONOqn

SO
o

201

IF(PRTNT.EQ.4) TYPE 1302 ,

FORMAT(1H1,° PASS AT ARRIVAL SERVICE DELAY “,/.,

- UKIT TIME TIME TIME °/)

IF(PRINT.EQ.7) TYPE 1400

FORMAT(1H1,” PASS UN ARRTVAL QUEVE*,/,11X,°TIME LENGTH®/)
18(PRINTLEG.5) TYPE 1440 .

FORMAT(1H1,* TIME QUEUE AT%,/,7%X, LENGTH UNIT"/)
1F(PRINT<EQed)TYPE 202

1F(PRINT.EQ.d)TYPE 490

START SIMULATIGN

WHEN TINDEX

1, DO ARRIVAL

WwHEY INDEX = 2, DO DEPARTURE

wHEN IkDEX

DicAw
NOTE

THIS

[

3, 50 REPAIRS

LEVENT=INDEX
INDEa=2
D=AMTN1(DFP(1,1),DEP(2,1),DEP(3,1))
‘=AMIN1(REP(1,1),REP(2,1),PEP(3,1))
(ARRWLT4D)INBEX=1

“14=£MIN1( ARR,D)

R.LZ+TMIN) INDEX=3

MIN=AMINI(R, THIN)

.

3 4 3 k4 1]
LR I |

z -

A UNIT FUF THE FIRST PASSENGER TO ARRIVE AT
ThlT THIS SECTINN IS ONLY YSED ONCE AT THE VERY BEGINNING

IF(LIVENT.GT.0) GO TO 42

CALL RANDU(IX2,1Y,S)

1¥Z2=1Y

NUNIT=1

IF(3.6T.PRUBL(1)) NUNIT=2

TE(S.0T4PROB(L)+PROR(2)) HUNIT=3

DNLT=NUNIT

G TS 43

UNIT IS THE ONE ASSOCIATED WITH TMIN

UNIT=1

IF(TNDEXebidel) UNIT=NUNIT

[?(INDEX.EU.2.AND.DEP(Z,I).LT.DEP(l,l):AND.DEP(?,1).LT.DEP(3,1))

UN1T=2

IF(INDEX.EQ-Z.AND.DEP(3,1).LT.DEP(l,l).AND.DEP(3,1).LT.DEP(211))

UNTT=3 '

IF(IHDEX.EQ.B.ANV.EEP(Z,I).LT.REP(1,1).AND-REP(Z:1)-LT.REP(3,1))

UNIT=2 :

IF(IHDEX.EQ.3.AHD.REP(3,1).LT.REP(l,l).AND.REP(3,1).LT.REP(Z,I))

UpIT=3

LEPI=DEP(UNIT,1)

IF(UEP(UNIT,1)«GTe9.EB)DEP1=0,

REP1=REP(UNIT,1)

IF(REP(UNIT,1)«GTeY9.£8)RFP1=0, ‘

IF(INDEX-EQ.I)TOTQL(UNIT)=T0TQL(UNIT)+.5*NARR*(NARR—I)
+NARR*QL(UNIT)

hDITE(d,ZOI)TMlN,LABEL(INDEX),ARR,DEP1,REPl,QL(UNIT),NM(UNIT)

P UEIT

IF(PRINT.EQ.86) TYPE 201,TMIN,LADEL (INDEX) ,ARR,DEP1,REP1,

GL(UNIT), NM(UNIT),UNIT

FORMAT(1XF6.1,2XA5,3XF7.1,4XF7.1;2XF7.1,4XI4,5XI4,5X,I4)
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IS IT TIME FOR THE SIMULATION TO END?
IF(TMIN.GT. TIMEND)GO TC 4

IS 1T TIME FOR PRINTING A °COLUMN® OF THE QUEUE LENGTH GRAPH?
C THIS IS A SAMPLING GRAPH, THAT 1S, IT PRINTS EVERY .10 SECONDS

PERIGD=10

TF(TMIN LT+ MULT(UNLT))GO TO 500

IF(LEVENT .EGe 0) GUE=GLCUNIT)

IF(LEVENT .EQ. 1) QUE=QL(UNIT)-1

1F(QUE.EQe=1)QUE=0Q

IF(LEVENT «EQe 2) QUE=GL(UNIT) + 1

IF(LEVENT <EQe 3) QUE=QL(UNIT)

IF((TMIN-MULT(UNIT)) .LT. PERIOD) GO TO 510
515 LOC2=MINO ((QUE + 1),101)

GLSTAR(LDC2)=QSTAR

C TdE MAXIMUM NUMBER OF CHARACTERS FOR THIS GRAPH IS 55

TF(PRINTeEQe5.ANDLOC2.GT.55) QLSTAR(S5)=QSTAR
1T=MINO(LOC2,55)
1F(PRINT.EQ.5) TYPE 1520, “ULT(UNIT),QUE,UNIT,
1 (LSTAR(IJ),JI=1,11)
152G FOHMAT(1X,IS,1X,I4,2X,I2,2X,55A1) ’

IF(PRINT.EQ.S.AND.LDC2-GT.55) QLSTAR(55)=BLAN
IF(NMUNIT.EQ.1)GO TO 91
I5=15+1
IHULT(IS)=MULT(UNIT)
1QUE(IS)=QUZ
LTUNIT(IS)=UNIT
ILOC2(IS)=LNC2

520 FO~%AT(1X14,2(3X,14),3X10131)

71 GLSTARCLOC2)=BLANK
CﬂUﬂT(UNIT)=COUNT(UNIT) + 1
HULT(UNIT)=CCUNT(UNIT) * PFRIOD
TFCCTHTIN = MULT(UNIT)) .GE. PERIOD) G9 TO 515

51¢ LUC2=M1Y0 ((QUE + 1),101)
IFL{NAUNITAEQel)GU TO 92
15=75+1

TMULT(IS)=MULT(UNIT)
INIE(IS)=QUE
TONIT(I5)=UNIT
ILUC2(15)=L0C2

22 QLSTAR(LOC2)=QSTAR
IF(PRINTeEQeS+ AND4LOC2.GT.55) QLSTAR(S55)=QSTAR
1I=MINO(LUC2,55)
iF(PRINT.EQ.5) TYPE 1520, NULT(UNIT),QUE,UNIT,

i (QLSTAR(IJ)’1J=1’II)

IF(PRINTeLEQe5.AND4LOC2,.GT.55) QLSTAR(55 )=BLANK
GLSTAR(LOC2)=SLANK
CDUNT(UNIT)=CUUNT(UNIT) + 1
MULT(UNIT)=CUUNT(UNIT) * PERIOD

DETLRMINE IF THE CHANGE IN ARRIVAL TIME IS TO BE MADE

Q0

500 IF(THIN.LE.FRTIM)GG TO 8
TF(NSWTCH.EQR.1)GD0 TO 8
NSWTCH=1

ARRATR=ALT
ARKPAR=3600./ARRATE

(8]
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397

14

401

w2ITE(4,31C )PRTIM,NARR,ARRATE
IF(PRINT.EQ.4) TYPE 310, PRTIM,NARK,ARRATE
FORMAT(//° THE SIMULATIOK HAS NOW COVERED®,F5.0, “SECONDS.

1 ARKIVALS ARE IN GRUUPS OF“,14,°AT A RATE OF“,F5.0, *PER HOUR®)

CU TO (1,2,3),INDEX
GENERATE NLEXT ARRIVAL

CALL RANDU(CIX1,1Y,S)
IX1=IY
ARK=ARR~ARRBAR*ALOG(1l.-S)

GENLRATE UNIT FOR NEW ARRIVALS AFTER CURRENT ARRIVALS HAVE
BEEN PLUCESSED

NOTz THAT IF NARPR (NUMRER OF ARRIVALS) IS GREATER THAN 1,
EACH ARRTVAL WILL STILL TAKE PLACE AT THE SAME SERVICE UNIT

CALL RANDU(CIX2,IY,S)

IX2=1Y

NGNTIT=1

IF(S«GT.PROB(1)) NUNIT=2
{?(S.GToPRDB(l)+PFUB(2)) NONIT=3

PROCESS ARRIVALS 1IN GROUPS
DO 11 I=1,NARP

ToIS TS ONE UF Twd PLACES WHERE °NP2° IS INCREMENTED;
IT I3 At EXACT COUNT UF THE NUMBER OF ARRIVALS AT EACH UNIT.

YhEN THIS NUMBER IS PRINTED OUT AT THE END, REMEMBER

T AT ALL OF THEM MAY NOT BE PRINTED OUT IN THE DETAILED
SUMMARIES OF, FOR EXAMPLE, REPORT 3. THIS IS BECAUSE
TaRY GIT PUT IN THE AWRMIVAL QUEUE (ARRTM) AND WHEN °TMIN®
17 THE CUTOFF TIME, TIEY WERE LEFT HANGING IN THE QUEUL.

NPT=NPT+)1
THELAY=0.

LECNPT/500%500.EQa NPT)TYPE 997, NPT
FOFMAT(1XT4,° PASSENGERS HAVE ARRIVED®)
HP2(UNIT)=NP2(UNIT) + 1
LOC1=MINO((QL(UNIT)+1),101)

GLSTAR(LUCL )=QSTAR

RPITE(7,401)NPQ(UNIT),UNIT,TMIN,QL(UNIT),(QLSTAR(II),II:I,LOCI)

NQL=GL(UNIT)
GLOIST(UNIT,NQL)=QLDIST(UNIT,NQL)+1
IF(PRINT<EGeT7AND.LOC1.GT. 49) QLSTAR(49)=QSTAR
11=MING(LOC1,49)
IF(PRINTWEQ.7) TYPE 1401,NPZ(UNIT),UNIT,TMIN,QL(UNIT),
1 (QLSTAR(TJ) ,1J=1,11)
01 FURMAT(IX,IS,I2,1X,F7.1,1X,I4,1X,49A1)
IF(PRINTeLG e 7« ANDLUC1.GT.49) QLSTAR(49)=BLANK
LD=7+10*%UNIT
IF(NMUNIT.GT.1)WRITE(LD,401)NP2(UNIT),UNIT,TMIN,QL(UNIT)
1 ,(QLSTAR(II),I1I=1,L0C1)
FORMAT(1XT4,1X,14,3%XF7.1,3%14,3X10141)
GLSTAR(LOCI )=RLANK
TFC(QLCUNIT) «GELNM(UNIT))ICO TG 12
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QOO

GENEKATE SERVICE TIME
NO DELAYS FOR THESE ARRIVALS

CALL RANDU(IX3,I1Y,U)
1X3=1Y
SERVIM==-SRVBAR(UNIT)*ALOG(1,.,-U)

NG DELAYS FOR THESE ARRIVALS

DTIME=TMIN+SERVTYM

DELAY=C,.

NPASS(UNIT)=NPASS(UNIT)+1

LSTAK(1)=STAR

TOTDLY(UNIT)=TOTDLY(UNIT)+DELAY
wWR1TE(4,301)NPASS(UNIT),INTT, TMIN,SERVTM,DELAY,LSTAR(1)
1F(PRINT.LG.4) TYPE 1301, NPASS(UNIT), UNIT,TMIN,SERVTM,
UZLAY,(LSTAR(IJ),IJ=1,1)

1
1301 FORMAT(1X,15,12,3F6.1,1X%,3921)

301

= Oaaaa

- N

(P IS NG AR ESESER]

QO

0
£

€CAC2¢) QU

aa

LN=4+10*yUNIT

IT(NMUNIT.GT.L1)WRITE(LL,301)NPASS(UNIT),UNIT,TMIN,SERVTM
1 ,DELAY,LSTAR(1)

FORMAT(1X15,2X,14,2X,3F8.1,2X51A1)

LSTAZ(1)=2LANK

CALL oPTIME(1,DTIME,NPI,TDELAY,UNIT,UNIT)

Gn T3 11

PIFT AN ARNIVAL INTO THE QUECE BECAUSE THE QUEUE EXCEEDS
ThE NUMbEk OF AVAILABLE MACHINES FOR THAT UNIT.

CALL QUEUE(L, TMIN,NPT,TDELAY,UNIT,UNIT)
GLCUNIT)=4L(UN1IT)+1
Gy TO 3

PadCEES NEXT DRPARTURE
GLOINIT)=QL(UNIT)=-1

T4IS IS5 THE GNLY DEPARTUFE TIME THAT PASSENGERS LEAYE THE
DhrawaUr® TIME QULUE

IDELAY=STULAY(UNIT,1)
JEURIT=FUNIT(UNIT,1)
NPS=PASS(UNIT,1)

CALL DPTIME(2,0e,0,04,0,0KIT)

CHZCK WHETHER A RREAKDOWYM HAS OCCURRED

CALLL RANDU(IX4,IY,BRK)

TX4=1Y

LOSS=LOSSPR(UNIT)*BRK

IF(LUSS.£9.0)GL TO 21

TYPE 399,UNIT,TMIN

FORMAT(S5X*BEEAKDOWN AT UNIT?,16,°, AT TIME ",FB.1)

GENEEATE KEPRIR TIME
CALL RANDU(CIX5,1Y,KRPH)
IX5=1Y
LPTIME=TMIN-RPREAR(UNIT)*ALOG(1.~RPR)

A MACHIKE ENTERS THE BREAKNOWN QUEUE



21
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aaaaaaa

935

1

1

1

1

1

-

CALL BRAKDN(1,KRPTIME,UNIT)

NM(UNIT)=NM(UNIT)-1

1F{NM{UNIT).LT.D) TYPE 995

FOEMAT(® NM IS NEGATIVE. STOP.?)

TF (KM(UNTT).LT.C) STOP 10

PEP1I=DEP(UNIT,1)

IF(DEP(UNIT,1).GT.3.E8)DFP1=0,
WRITE(6,201)TMIN;LABEL(4),ARR,DEPI,REP(UNIT,l)lQL(UNIT),
HM(UNIT),UNIT '
IF(PRINT.LQe6) TYPE 201,TMIN,LABEL(4),ARR,DEP1,REP(UNIT, 1),
QL(UNIT)  NM(UNIT),UNIT

GO TO 49

IF{GL(UNIT) .LT.NM(UNIT))GO TO 49

CALL RANDU(CIX3,IY,V)

1xX3=1Y

SERVTM==SRVEBARCUNITI*ALOG(1e~V)

DTIME=TMIN® SERVTM

DELAY=TMIN=ARRTM(UNIT,1)

LPU=PASQ(UNIT,1)

TQDLY=TDLAYQ(UNIT,1)+DELAY
NPASS(UNIT)=NPASS(UNIT)+1

LOC=MIN1 ((DELAY/DLYMAX*50.)+1.99,51.)
LSTAR(LGC)=STAR

TQTDLY(UNIT)=TGTDLY(UNIT)+DELA
W?TTE(4,301)NPASS(UNIT),UNIT,ARRTM(UNIT,l),SERVTH
sD5LAY, (LSTAR(II),I1=1,L0C)
IF{VPINT.EQ.4.ANDLUC.GTa39) LSTAR(39)=STAR
1T=NIN0(LDC,39)

IF(PHRINT.EQe4) TYPE 1301, NPASS(UNIT),UNIT,ARRTM(UNIT, 1),
STRVTM,DELAY, (LSTAF(1J),1J=1,11)
IF(PPTHET W EGede AD.LOC.CTL.39) LSTAR(39)=BLANK

LU= 4+10%yUNIT
IF(NMONITGToL)WRITE(LD,30TINPASS(UNIT)  UNIT
,ARQTM(UNIT:I)JSERVTM,DELAY,(LSTAR(II)(II=1'LUC)
L3TARCLOC)=RLANK

CsLL EPTl”E(l,DTIME,NPQ,TQDLY,FUNITU(UNIT’l)'UNIT)
CALL 'JUE"E(’L‘]Oo,(’,@a,OIUNIT)

HEMOGVE As ARRIVAL FROM THE QUEUE

42

b3

1

IF(UNIT-EGe NMUNIT) GO 10 50

UNIT=UNIT+1

DEP1=DEP(UNIT,1)

1F (DZP(UNIT,1)«GTe%-EB)DEP1=0,

REP1=REP(UNIT,1)

1F(REP(UNIT,1).GT.9.E8)REP1=C.

LRLTE(6,2C1) THIN,LABEL(S),ARR,DEP1,REP1,QL(UNIT),
MM(UNIT), UNIT

IF(PHINT.EQ.6) TYPE 201, TMIN,LABEL (5),ARR,DEP1,REP1,QL(UNIT),

HM(UNIT), UNIT

T"hRFPF BAS BEEN A DEPARTURE AND NOW IT IS TIME FOR ‘THIS
CUSTOMER TO MOVE INTO THE NEXT UNIT. HERE DEPARTURE TIME

15

THE NEXT ARRIVAL TIME. THIS IS STILL VARIABLE TMIN,

titT VARLABLE ARRS

NPZ(UNIT)=NP2(UNIT)+1
LOC1=MING ((GL(UNIT)+1),101)
GLSTARCLOC1)=QSTAR

WRITE(7,401) NP2(UNIT),UNIT,TMIN,QL(UNIT),(QLSTAR(II),II:I,LDCI)

A-12
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132
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306

waAan@a

898
c

par

NQL=QL(UNIT)

QLDIST(UNTT,NQL)Y=QLDIST(TNYIT,NGL)+1

IF(PRINT.EQe74 AND.LOC1.6T.49) QLSTAR(49) =GSTAR

IT=MINO(LOC1,49)

IF(PRINT.EQ.7) TYPE 1401, NP2 (UNIT),UNIT,TMIN,QL(UNIT),
(GLSTAR(1J),1J=1,11)

LD=7+410*UNIT

IF(NMUNIT.GT.1)WRITE(LD,401) NP2(UNIT),UNIT,TMIN,QLCUNIT)

¢ (QLSTAR(II),II=1,L0C1)

IF(PRINT4£Qe7+ ANDoLOC1.GT.49) QLSTAR(49)=BLANK

" QLSTAR(LOC1)=RLANK

IF(QL(UNIT) «GENM(UNIT)) GO TO 112

CALL RANDU(IX3,1Y,Y)

IX3=1y

SERVIM=-SRVBAR(UNIT)*ALOG(1.-Y)

DTIME=TMIN+SERVTM

DELAY=0,

M ASSCUNIT)=NPASS(UNIT)+1

LSTAR(1)=STAR

TUTDLY(UNIT)=TOTDLY(UNIT)<+DELAY

¥RITEZ(4,301) NPASS(UNIT), UNIT,TMIN,SERVTM,DELAY,LSTAR(1)

1F(PRINT<EQ.4) TYPE i301,NPASS(UNIT),UNIT,TMIN,SERVTM,DELAY,
(LSTAR(IJ),IJ=1,1)

LD=4+10*UNRIT :

LF(NMUNIT.GT«1)WRITE(LD,301) NPASS(UNIT), UNIT,TMIN,SERVTM

+DELAY,LSTAR(])

LSTAR(1)=BLANK

CALL DPTIME(1,UTIME,NPS,TDELAY,JFUNIT,UNIT)

QL{UNIT)=QL(UNIT)+]1

GO TO 9

SOMEONE IN THE QUEDE

CALL QUEUE(l,TMIN,NPS, TDELAY,JFUNIT,UNKIT)
GL{UNIT)=QL(UNIT)+1

GG T0 9

LOC=MINL((TDELAY/DLYMAX*5Q.)+1.99,51.)
LSTAR(LOC)=STAR v
h?ITE(8)308)TMIN,NPS,JFUNIT,TDELAY,(LSTAR(II),II=1,LOC)
FOKMAT(1XF6.1,5X15,9X12,5XF7.1,2%X51A1)
LO=8+10*UNIT
1F(KMUNIT.GT.1)WRITE(LD,308) T:IN, NPS,JFUNIT, TDELAY
+(LSTAR(IT),II=1,L0C)
IF(FRINTeEQe8 e ANDsLOC.GT«39)LSTAR(39)=STAR
I1=MINO(LOC,39)

IF(PRINT.EQ.B)TYPE 308,TMIN,NPS,JFUNIT,TDELAY

¢ (LSTAR(IJ) ,13=1,11)

LSTAR(39)=BLANK

LSTAR(LOC)=BLANK

G TO 9

PROCESS NEXT REPAIR

NM(UNIT)=NM(UNIT)+1

- TYPE B98,UNIT,TMIN

FORMAT(SX“RFPAIR AT UNIT”,16,°, AT TIME ",FB8.1)
CALL BRAKDN(2,0.,UNIT)

C A VACHINE LEAVES THE BREAKDOWN QUEUE

c

IF(QL(UNIT)LT.NM(UNIT))GO TO 9
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CALL RANDU(IX3,1IY,Y)
I1X3=1Y
SEHVTM=-SRVBAR(UNIT)*ALOG(I.-Y)
DTIME=TMIN+SERVTM
DELAY=TMIN-ARRTM(UNIT, 1)
NPE=PASQ(UNIT,1) .
TSELAY=TDLAYGQ(UNIT,1)+DELAY
NPASS(URIT)=NPASS(UNIT)+1
LOC=MIN1((DELAYIDLYMAX*SO-)+1.99,51.)
LSTAR(LOC)=STAR
TOTDLY(UNIT)=TOTDLY(UNIT)+DELAY
WRITE(4,301)NPASS(UNIT),UNIT,ARRTM(UNIT,I),SERVTH
1 +DELAY, (LSTAR(II),TI=1,L0C)
IF(PRINTeEWe4e ANDLDCoGT.39) LSTAR(39)=STAR
I1=MIND(LOC,39)
IF(PRINT.EQe4) TYPE 1301,NPASS(UNIT),UNIT,ARRTM(UNIT,I),SERVTM,
1 DEL!Y, (LSTAR(1J),IJ=1,I1)
IF(PRINTe£Qe4e AND.LOC.GT.39) LSTAR(39)=BLANK
LD=4+10*UNIT
IF(NMUNIT.GT.I)WRTTE(LD,301)NPASS(UNIT),UNIT,ARRTM(UNIT,1)
1 ,SERVTM,DELAV,(LSTAR(II),II=1,LDC)
LSTAR(LOC)=BLAKK
CLLL DPTIME(l,DTIME,N?R,TDELAY,FUNITQ(UNIT,I),UNIT)

c
C REMOVE AN ARRIVAL FROM THE QUEUE
c
CALL QUEUR(2,0.,0,0.,0,UNIT)
GO TO 9
c
C END-OF-JOB PROCESSING
C (IncLuDIvNG COMPUTATION OF MEAN QUEUE LENGTH AND MEAN DELAY TIME)
4 1F(ICOST.EG.0)G0 TC 41

CHLL CSTMUD(CUML T,LIFE,DISCRT,SPARES,OPER,HRSMHT,HRATE
1 ,PASSYR,NM,MCBF,RPRBAR,PRDB,COST)

41 nga 46 uriT=1,3
1F(Nﬁ(USIT).EQ.O)WRITE(9'904)UNIT
lF(Nﬁ(UNIT).EQ.O.AND.PRINI.EQ.9)TYFE 904,UNIT

204 TORMAT(// " UNIT?®,12,° 1S UNASSIGKED®)
IF(NHCUNIT)«2Q.0)G0 TO 46
RLBAECUNIT)=0.
IF(NPZ(UNIT).NE.O)QLBAR(UNIT)=TDTQL(UNIT)/NP2(UNIT)
DLYBAR(UNIT)=0.
IF(NPASS(UNIT).NE.0)DLYBAR(UNIT)=TDTDLY(UNIT)/NPASS(UNIT)
NRITE(9;303)UNIT,QLBAR(UNIT),DLYBAR(UNIT)

303 FORMAT(///° UNIT®,13///4X* MEAN QUEUE LENGTH IS “,F8.1

1 /4X° MEAN DELAY IS “+73FB.1," SEC.”)

1F(IPRINTEQe1)TYPE 303,UNIT,QLBAR(UNIT):DLYBAR(UNIT)
ITMAX==1
DO 461 1=0,500

461 IF(QLDIST(UNIT,I)«CT«0)IMAX=I
IF(IMAX.EQ.=-1)G0 TO 462
TPASS=NP2(UNIT)
KMAX=MINO(9,IMAX)
WRITE(9,901)(K,K=0,KMAX)

WEITE(9,905)
901 FORMAT(//1X® QUEUE LENGTH PROBABILITIES*//2X10I7)
905 FORMAT(" *)

1F(IPRINT.EQ.1)TYPE 901,(K,K=0,KMAX)
IF(IPRINT.EQ.1)TYPE 905
DO 403 IXI=0,IMAX,10



ITI=MINOCII+9,IMAX)
DD 464 JJ=II,1I11
GLFROB(JJ)=QLDIST(UNIT,JJ)/TPASS
464 CONTINUE
: URITE(9,903)II,(QLPRUB(JJ);JJ=II,III)
IFCIPRINT.EQ.1)TYPE 903,11,(QLPRUB(JJ),JJ=II,III)
903 FORMAT(1XI3,10(1X2PF5.1,°%°))
463 CONTINUE '
IF(IPRINT.EG.1)TVYPE 906, (K,K=0,KMAX)
906 FORMAT(//® CUMULATIVE QUEUE LENGTH PROBABILITIES®//2X1017)
kFITE(9,905)
IF(IPRINT.EQ.1)TYPE 905 -
DO 465 1I=0,IMAX,10
IT1=MINO(II+9,IMAX)
L0 486 JJ=I1,1I11
IF(JJ.EQ.0)GD TO 466
QLFROB(JJ)=QLPKOB(JJ=1 )+QLPRORB (JJ)
466 CONTINUE
NRITE(9,903)II,(QLPRUB(JJ),JJ=II,III)
IF(IPPINT.EQ.1)TYPE 903,1I1,(QLPROB(JJ),JI=1I,I1]1)
465 CONTINUE
NSERV=NP2 (UNIT)=-NPASS(UNIT)
hQITE(9,203)NPZ(UNIT),NPHSS(UNIT),NSERV
IF(IPRINT.EQ.1)TYPE 203,NP2(UNIT),NPASS(UNIT),NSERV
203 FORMAT(/1X15,° PASSENGERS ARRIVED AT SERVICE AREA~
1 /1X15,° PASSENGERS SERVEN“/1XI5,° PASSENGERS *
2 ,°NOT YET SERVED®)
462 1F(ICOST.EQ.0)GO TU 46
IF(LIFE(UNTT).E4.0)GO TC 46
WR]TS(9,902)UN1T1(CGST(UNIT'I)II=1'6)
TF(IP2INTLEG.1)TYPE 902,UNTT,(COST(UNIT,I),I=1,6)
902 FO48AT(//° CUSTS FOR UNIT ‘.14
/TYX"ANNUALIZED CAPITAL COsST*,T25,°57,F9.2
/TX°ANNUALIZED SPAPRES CO0sT°,T35,°5",F9.2
/TX°UPERATING cnsT°,135,°%°,F9,2
JTY."SCHEDULED ¥AINTEKANCE COST®,T35,7°58° "0 2
/TX"CURPECTIVE REPAIR COST*,T35,°5°,FY
//7X°TOTAL CUST*,T34,°5°,F10.2)
46 COKTINUS
TYPE 399,1X1,1X2,1X3,1X4,1X%5
.399 FORMAT(//3X° LAST RANDOM HUMBER- SEEDS®/5(4X115/))

= NG QNI L R S

IS THERE ANUTHER RUN TO DO?

aaa

C2LL FHDING

IF(LAST.E£Q.1)STOP

GO TO 20

EXND

SUBROUTINE DPTIME(INDEX’DTIME,PASS,DELAY,FUNIT,UNIT)

DTIME 15 THE CURRENT TIME PLUS SERVICE TIME
DEPARTURE TIME.

QMo n

COMMDN/SI/DEP(3,500),NCUST(3),P(3'500),D(3,500),U(3,500)
INTEGER UNIT,P,PASS,U,FUNIT
G2 TU (1,2),1INDEX
1 1F(NCUST(UNIT)«EQ.0)GD TC 14
NC=NCUST(UNIT)
b0 11 1=1,NC
Isv=l
~ A-15
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12

11
13

IF(DEP(UNIT,I).LT.DTIME)GO TO 11
GN TO 12

CONTINUE
NCUST(UNIT)=NCUST(UNIT)+1
DEP(UNIT,NCUST(UNIT))=DTIHE
PUNIT,NCUST(UNIT))=PASS
D(UNIT,NCUST(UNIT))=DELAY
UCUNIT,HNCUST(UNIT))=FUNIT
RETURW

NC=NCUST(UNIT)

DO 13 JJ=1SV,NC
J=hCUST(UKIT)+ISV=JdJ
DEP(UNIT,J+1)=DEP(UNIT,J)
P(UNIT,J+1)=P(UNIT,J)'
D(UNIT,J+1)=D(UNIT,J)
U(UHRIT,J+1)=U(UNIT,J)
CONTINUE
DEP(UNIT,ISV)=DTIME
P(UNIT,ISV)=PASS
D{UNIT,ISV)=DELAY
Y(UNIT,ISV)I=FUNIT
MCUST(UNIT)=LCUST(UNIT)+1
KZTURN
1?(HCUST(UNIT).EQ.I)DEP(UNIT,I)=1.E9
IF(NCUST(UNIT).EQ.1)RETURN
NC=NCUST(UNIT)

By 21 I=2,NC
OFEP(UNIT,I-1)=DEP{UNIT,I)
P(UNLIT,I-1)=P(UNIT,I)
D(UHIT,I-1)=D(UN1T:I)
U(uHaIT,I-1)=U(UNIT,I)
CONTINUE
SCUST(URITYI=NCUST(UNIT)~1
RETURN

fWND

SUSRQUTING QUEUE(INDEX,ARTM,PASS,DELAY,FUNIT,UNIT)

‘AL QUEUE

CDFMGN/SZ/ARRTM(3,500),NQUEUE(3)19(3,500),D(3,500),U(3,500)
1« IEGER UNIT,P,PASS,U,FUNIT

GQ TU (1,2),INDEX

1F (NQUEUE(UNIT).EQ.0) 60 TO 13
NQ=NQUEUE(UNLT)

DO 11 1=1,H%Q
TF(ARRTM(UNIT,1).LT.ARTM) GO TO 11
Do 12 JJ=1,NQ

JERA+I=-JJ
PCUNIT,J+1)=P(UNIT,J)
D(UNLIT,J+1)=D(UNIT,J)
U(UNIT,J+1)=UCUNIT,J)
ARKTM(UNIT,J+1)=ARRTM(UNTT,J)
F(UNIT,I)=PASS

D(UNIT,I)=DELAY
UCUNIT,I)=FUNIT

AR TM(UNIT,I)=ARTM
NQUEUE(UNIT)=NQUEUE(UNIT)+1
FETURN

CONTINUE
NQUﬁUE(UNIT)=NQUEUE(UNIT)+1
ARRTM(UNIT, NQUEUECUNIT))=ARTH
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12

11
13

21
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P(UNIT,NGQUEUE(UNIT))=PASS
D(UNIT,NQUEUE(UNIT))=DELAY
U(UNIT,NQUEUE(UNIT))=FUNIT
RETURN
NQUEUL (UNIT)=NQUEUE(UNIT)-1
1F (NQUEUE(UNIT) «EQ.0) ARRTHM(UNIT,1)=1.E9
1F(HQUEUE(UNIT).EQ.0)RETURN
NQ=NQUEUE(UNIT) '
D3 21 I=1,NQ
P(UNIT,I)=P(UNIT,I+1)
D(UNIT,I)=D(UNIT,I+1)
UCUNIT,I)=U(UNIT,I+1)
ARETM(UNIT,I)=ARRTE(UNIT,I+1)
ARRTMCUNIT,NQUEUE(UNIT)+1)=0.
RETURN
END
SUBROUTINE PRAKDN(INDEX,RPTIME,UNIT)
COMMUY/S3/REP(3,30), NDOWN(3)
INTEGER UNIT
60 TG (1,2),INDEX
IF( NDOWN(UNIT).EQR.0)GO TO 13
ND=NDUWN(UNIT)
D 11 I=1,ND
IF(REP(UNIT,1).LT.RPTIME)GD TO 11
DD 12 JJ=I,NDO¥WN{URIT)
J=NDOKN (UNIT)+I=JJ
FFRP(UNIT,J+1)=REP(UNIT,J)
REP(UNIT, I)=RPTIME
NDUwNCUNIT)=KDOWNCUNIT)+1
RZTURN
CONTINUE
NOGHNCUNIT)=NDOWNCUNIT)+1
REP(UNIT,VDOWNCUNIT) )=RPTIME
FSTURN
IF (NDOWN(UNIT)«EQe1)REP(UNIT,1)=1.E9
IF(HDOWN(UNIT) cEQe1)RETURN
ND=NDDWN(UNLT)
pid 21 I=1,8D-1
REF(UNIT,I)=REP(UNIT,I+1)
NDOWNCUNIT)=NDOWN(UNIT)-1
RETURN
E%ND

SUBROUTINE RANDU(IX,IY,YFL)

RANDOM NUMBER GENERATOR

c Ui

1V=1K*262145
IF(1Y) 5,6,6

C1¥=TY+34359738337+1

YFL=1Y

YFL=YFL*.2910383E~10

RETURN

END
SUBRUUTINE BEGIN(FRO4WH,NM,ARRATE,NARR,SRVBAR,MCBF,RPRBAR,
TIMEND,DLYMAX,PRTIM,ALT,PRUB,ISBED,PRINT,NMUNIT,CUNIT;LIFE
,DISCRT,SPARES;DPER,HRSMNT:HR&TE,PASSYR,ICOST,IPRINT)
DOUBLE PHKECISION IFN1,IF%2,IFN3,IFN4,IFNS,IFNG
INTEGER FROMWH, NM(3),MCRF(3), YES,NO,ANSR,PRINT
+ STORNM(3),UNIT,LIFE(3),PASSYR
FEAL SRVBAR(3), KPRBAR(3), PROB(3) -
RS2l CUNTT(3),SPARES(3),0PER(3),HRSMNT(3),WRATE(3)
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DATA YES,NO/1HY,1HN/ ,STORNM/0,0,0/,FILE/1HF/

STRUCTURE OF THE INPUT AND OUTPUT FILE QUESTIONS
guTPuT

FIVE QUESTIONS ARE ASKED AT THE BEGINNING OF EACH RUN
FEGARDING GIVING FIVE NAMES OF NEW DISK DUTPUT FILES.

THESE DISK OUTPUT FILES CONTAIN (IN UNFORMATTED WORDS),

ALL THE DATA THAT IS PRINTED IR THE GRAPHS, ETC., AT THE FIRST
PART OF EACH DF THE FIVE REPORTS. .THE REASON FOR STORING THIS
IS SO THEY CAN BE SORTED LATER AND USED FOR PRODUCING
INDIVIDUAL REPORTS BY UNIT. AT THE END OF A RUN, A QUESTION IS
ASKED ABOUT WHETHER THESE FILES SHOULD BE KEPT; UNLESS

THEY ARE BEING USED AS INPUT TO ANOTHER PROGRAM OR NEEDED FOR
MORE COPIES OR COMPARISONS, THEY CAN BE DELETED.

INPUT

FOk THE FIRST RUN, INPUT MAY BE READ IN AS ONE RECORD IN FREE
FIELD FOKRMAT FROM A DISK FILE, OR THE PROGRAM CAN ASK FOR DATA
T0 BE TYPED IN AS A RESPONSE TO EACH OF ITS INPUT QUESTIONS.
WHEN THE RUN IS FINISHED, A QUESTION IS ASKED ABOUT WHETHER
ANOGTHER RUN SHOULD FOLLOW, THE USER HAS A CHOICE OF °YEs~*
OR_"NQ”, AND IF “YES® HAS ANOTHER CHOICE REGARDING INPUTTING
THE DATA. IF THE DATA 1S ON DISK, IT MUST BE THE NEXT

KECORD OF THE SAME INPUT FILE, OR THE USER CAN CALL FOR THE
INPUT PROMPT SEQUENCE TO CHANGE A FEW VARIABLES OR ALL VARIABLES.
ANY TIME THAT INPUT VARIABLES ARE CHANGED, A LIST OF THEIR
CURRENT VALULES IS PRINTED BEFORE EXECUTIDN.

DD 600 UNIT=1,NMUNIT

NM(UNIT)=STORNM(UNIT)

CONTINUE

OPEN(UNIT=4,FILE="FNX04.DAT",DEVICE="DSKS*, ACCESS="SEQINOUT®)
OPEN(UNIT=6,FILE="FOR06.DAT*,DEVICE="DSKS",ACCESS="SEQINOUT®)
GPEN(UNIT=7,FILE='FOR07.DAT',DEVICE='DSKS’,ACCBSS='SBQINUUT')
OPEN(UNIT=8,FILE="FOR0B.DAT",DEVICE="DSKS",ACCESS="SEQINQUT")
DPEN(UNIT=9,FILE='FOR09.DAT',DEVICE:'DSKS',ACCESS='SEQINOUT')
OPEN(UNIT=14,FILE='UI4.DAT',DEVICE='DSKS',ACCESS='SEQINUUT')
OPEN(UNIT=17,FILE="U17.DAT",DEVICE="DSKS",ACCESS="SEQINOUT~)
UPEN(UNIT=18,FILE="U18.DAT",DEVICE="DSKS”,ACCESS="SEQINQUT*)
OPEN(UNIT=24,FILE="U24.DAT",DEVICE="DSKS*,ACCESS="SEQINOUT*)
OPEN(UNIT=27,FILE="U27.DAT*,DEVICE="DSKS*,ACCESS="SEQINOUT")
UPEN(UNIT=28,FILE="U28.DAT",DEVICE="DSKS”,ACCESS="SEQINOUT*)
UPEN(UNIT=34,FILE='U34.DAT',DEVICE='DSKS',ACCESS='$EQINDUT')
DPEN(UNIT=37,FILE='U37.DAT',DEVICE='DSKS',ACCESS='$EQINUUT')
OPEN(UNIT=38,FILE="U38.DAT*,DEVICE="DSKS*,ACCESS="SEQINOUT*)
ICONT=0

IF(FROMWH.GT.0)GO TO 241

TYPE 20

FORMAT(/20X“FARE COLLECTION PASSENGER-DELAY MODEL®)

TYPE 294

FORMAT(//6X “THE MODEL PRODUCES OUTPUT FILES SHOWING MEAN “
+“QUEUE LENGTH AND®/6X°DELAY, AND QUEUE LENGTH °

« “DISTRIBUTION (AND CDSTS IF INCLUDED).”* .
//6X“SHOULD THESE BE DISPLAYED ON THE TERMINAL . AS WELL?®
/6X0(00Y'0 UR .0".'): as) .
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310

241

217

21

19

N =

1

WD =2

119

ACCEPT 7,ANSR
IPRINT=-1

IF(ANSR.EQeYES) IPRINT=1

IF(ANSR.EQe ND)IPKINT=0

IF(IPRINT.GE.0)GO TO 24

1CONT=ICONT+1 ‘

IF(ICONT.GT.3)STOP 77

TYPE 15,ANSK

GO TO 242

TYPE 1

FORMAT(//,6X°“THE GRAFHS PRODUCED BY THE MODEL ARE"//
9% °1 -~ PASSENGER DELAYS BY SERVICE AREA®/

9%°2 == QUEUE LENGTHS AT INTERVALS OF 10 SECONDS*/
9X°3 ~=~ EVENT LOG*/

9X°4 == QUEUE LENGTHS AT PASSENGER ARRIVALS®/

9X°5 == TOTAL DELAY PER PASSENGER®/)

TYPE 21
FORMAT(/,* ARE ANY OF THE GRAPHS TD BE ALSO PRINTED®,
° DIRECTLY ON THE TERMINAL-°,/,* (ZERO FOR “*NO°°-,

“ DOk THE GRAPH NUMBEK (1,2,3,4 OR S) FOR *°YES*°): °$)
LCCEPT 203, PRINT
PRINT=PRINT+3
FORMAT(I)
IF(PRINT.EQ.3.0R.PRINT.EO.4.DR.PRINT.EQ.S.OR.PRINT.EQ-G.
ORePRINT.EGe7.0R.PRINT.EQ.8) 60 TO 241
ICONT=ICONT+1
IF(ICGNT.CGT.3) STOP 12

TYyPe 310

FORMAT(” THE PREVIOUS RESPONSE WAS <,IS,
ls° PLEASE ANSWER WITH ONE INTEGER VALUE~,
“FITHER 0, 1, 2, 3, 4, 51 °5)

GD.TO 25

1F(FROMWH.EQ.2) GO TO 13
I1#(FROMWH.EQ.0)GO TO 19
TYPE 27
FOEMAT(6X®IS THE NEW DATA T0O CCME FROM A NEW INPUT FILE?*/
7X7(THE ALTERNATIVE IS TO MAKE CHANGES IN THE CURRENT INPUT”
¢ DATA)/8X°(“°Y"" OR °°*N°"): %)
ACCEPT 7,ANSR
TF(ANSR.EQe. YES)FROMWH=0
IF(ANSR.EQ.YES)GO TO 19
IF(ANSR.EQ.NO)CALL INPUT(FRDMHH,NH,ARRATE,NARR,SRVBAR,HCBF,
RPRBAR,TIMEND,DLYMAX,PRTIH’ALT,PRDB,ISEED,ERINT,HHUNIT,
STORNM,CUNIT,LIFE;DISCRT,SPARES,UPER,HRSHNT
+WRATE,PASSYR,1C0ST,IPRINT)
TF(ANSR.EQ. NO)RETURN
ICONT=ICUNT+1
iF(ICONT.GT«3)STOP 1
TYPE 15,ANSR
GO T0 271
ICONT=0
TYPE 6
FORMAT(/~* ACCEPT INPUT FROM THE TERMINAL-*,/,
("Y.. UR OONOO): os)
LUCEPT 7, ANSR
“LRMAT(AL)
I* (ANSR.EQ.YES) GO T0 14
1¥ (ANSR.EQ.NO) GO T0O 39
ICONT=ICONT+1
IF(ICONT.GT»3) STOF 1
TYPE 15,ANSR
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401

132

291

292

15 FORMAT(/" THE PREVIOUS RESPONSE WAS i
1 AK1,°"°. PLEASE ANSWER °°Yy°* OR *°N°": “$)

GO TO 119
14 CALL INPUT(FRUMHH,NM,ARRATE,NARR,SRVBAR,MCBF,
RPRBAR,TIHEND,DLYMAX,PRTIM,ALT,PRDB,ISEED,PRINT,NHUNIT,
STORNM,CUNIT,LIFE,DISCRT,SPARES,DPER,HRSHNT
¢WRATE,PASSYR,ICOST, IPRINT)
FROMRH=1
RETURN
13 ICUNT=0

IF(FROMWH.EQ.0) GO TO 30

TYPE 28, 1IFN5S
28 FORMAT(/,~ IS THIS NEW DATA EITHER A NEW FILE OR~
+° THE NEXT RECORD OF FILE “2A10/6X°(““F*” FOR NEW FILE®,
‘s “°Y°° FOR NEW RECORD, OR "“N°° FOR NEITHER): °$)
40 ACCEPT 7, ANSR

IF(ANSR.EG.YES) GO TO 29

WA

N s

1¥(ANSR<EQe NU) CALL INPUT(FROMHH,NM,ARRATE,NARR,SRVBAR,HCBF,

RPRBAR,TIMEND,DLYMAX,PRTIM,ALT,PRDB,ISEED,PRINT,MHUNIT,
STDRNM,CUNIT,LIFE,DISCRT,SPARES,UPER;HRSMNT
+#WRATE,PASSYR,ICOST,IPRINT)

IF(ANSR.EQ.ND) RETURN

IF(ANSR.EQ.FILE) FROMWH=0

IF(ANSR.EQ.FILE)GD TU 19

TCONT=TCONT+1

IF(ICONT.GT.3) STOP 4

TYFPE 15, ANSE

G0 TUu 40

[P

NOTE THAT IF A BAD RESPONSE 1S GIVEN TO THIS REQUEST, THAT 1S,
IF THE PROGRAM CaNNOT FIND THF SPECIFIC DATA FILE ON DiSK, THE
SYSTEM wILL GENERATE A REQUEST FOR A NEW INPUT FILE. HOWEVER,
THE INCURRECT FILE NAME WILL STILL BE PRINTED IN THE SECTION
REGALDING THE CURRENT INPUT FILFS, BECAUSE THE PROGRAM

DIDN®T GENERATE THE NEW REQUEST, THE SYSTEM DID.

35 TYPE 22
22 FOrmaT(/” ENTER IWPUT FILE NAME ~-,/,
1 - (UP TU 10 CHARACTERS): “28)
ACCEPT 23,1IFHNS
23 FORMAT(AL10)
IF(FROMWH.EQ.2) CLOSE(UNIT=55)
OPEN(UNIT=55,FILE=1FN5,DEVICE='DSK',ACCESS='SEQIN')
TYPE 3, IFNS
3 FORMAT(6X“THE INPUT FILE IS: “+A10)
29 ICLST=0
1CONT1=0
TYPE 401
FORMAT(//6X”ARE COSTS INCLUDED IN THIS RECORD?*
ACCEPT 7,ANSR
IF(ANSR.EQ.ND)GO TO 291
IF (ANSK.EQ.YES)GD TO 292
1CONT1=TCONT1+1
IF(TCONT1.GT.3)STOP 2
TYPE 15, ANSR ‘
GO TO 132
READ(SS,*)STURNM,ARRATE,NARR,SRVBAR,HCBF,RPRBAR,TIHEND,
1 DLYMAX,PRTIM,ALT,PROB,ISEED :
GO TU 293
READ(55,*)STDRNM,ARRATE,NARR,SRVBAR,MCBF,RPRBAR,TIHENB;
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293

16
c
c
c
C DIMEN
c
C INPUT
c
C VARIA
Commnm ——e
C 1~
c
c
c 4
c
c )
c
c
c 6=
c
c 9~
c
c
c 12-
c
c 15
C
< 16
C
c
o 17
c
c
c 18
C
c
c 19~
c
c
> 22
C--.- -

DLYMAX,PRTIM,ALT,PRDB,ISEED,CUNIT,LIFE,DISCRT,SPARES,UPER,

HRSMNT ,WRATE,PASSYR
IC0sT=1
CLGSE(UNIT=55)

['0 18 UNIT=1,NMUNIT
NM(UNIT)=STORNM(UNIT)
CONTINUE

FROMWH=2

ARRATE (MEAN ARRIVAL RATE) IS NOT AN ATTRIBUTE OF EACH
MACHINE OR SERVICE UNIT, THERFFORE IT IS NOT

SIONED BY UNIT
IS FREE FORMAT
BLE NAME TYPE DESCRIPTION
K} NM INT THE NUMBER OF MACHINES FOR
EACH SERVICE UNIT
ARRATE REAL MEAN ARRIVAL RATE PER HOUR
NARR INT THE NUMBER OF ARRIVALS IN A
GROUP
& SRVBAR REAL MEAN SERVICE TIME IN SECONDS
1 MCBF INT MEAN CYCLES BETWEEN FAILURES
FOR EACH SERVICE UNIT
14 EPREAR REAL MEAN TIME TO REPAIR IN SECONDS
TIMEND REAL TIME THE SIMULATION ENDS IN
SECONDS
DLYMAX REAL THE MAXIMUM DELAY WHICH CAN BE
REPRESENTED BY THE GRAPH
PRTINM REAL THE TIME IN SECONDS WHEN THE
NEW ARRIVAL RATE WILL OCCUR
ALT REAL THE ALTERNATE MEAN ARRIVAL
TIME IN SECONDS
21 PROB REAL THREE PROBABILITIES OF ARRIVAL
FOR THE THREE SERVICE UNITS
ISEED INT RANDOM NUMBER SEED

T N

CALL INPUT(FROHWH,NH,ARRATE,NARR,SRVBAR,HCBF,RPRBIR,
TIMEND,DLYMAX,PRTIM,ALT'PRUB:ISEED:PRINT,NHUNIT,STURNH,CUNIT

+LIFE,DISCRYT, SPARES,OPER,HRSMNT, WRATE,

RETURN
END

PASSYR,ICOST,IPRINT)

SUBROUTINE INPUT(FRUMHH,NM,ARRATE,NARR,SRVBAR,HCBF,RPRBAR,
TIMEND,DLYMAX,PRTIM,ALT,PRGB,ISEED,PRINT,NHUNIT,STDRNM,
CUNIT;LIFE:DISCRT:SPARES’UPER’HRSMNT:HRATE,PASSYR,ICUST,IPRINT)

INTEGER PRINT,FROMWH,CHANGE, YES,NO,ANSR,

+STORNM(3),UNIT,LIFE(3),PASSYR

NM(3),MCBF(3)

FEAL SRVBAR(3),RPRBAR(3),PRDB(3),CUNIT(3),SPARES(3),0PER(3)

+HRSMNT{3),WRATE(3)
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DATA YES, NO/1HY,1HN/
CHANGE=0
ICUNT=0
IF(FROMWH.GT.0) GO TO 667
ICIONT=0
1 TYPE 101
101 FORMAT(/® 1. ENTER NUMBEP OF MACHINES FOR EACH",
1 ¢ SERVICE UNIT- “/° (THREE INTLGER VALUES): -°$)
ACCEPT 201, STORNM
DO 50 UNIT=1,NMUNIT
NM(UNIT)=STORNM(UNIT)
50 CONTINUE
IF(ICONT.GT.0) GO TO 300
2 TYPE 102
102 FORMAT(/® 2. ENTER MEAN ARRIVAL RATE PER HOUR-",/,
1 - (ONE REAL VALUE): “$)
LCCEFT 202,ARRATE
IF(ICONT.GT.0) GO TO 300

3 TYPE 103
103 FORMAT(/® 3. ENTER NUMBER OF ARRIVALS IN EACH °,
1 “GROUP=-",/,° (ONE INTEGER VALUE): “,$)

PCCEPT 203, NARR
IF(ICONT.GT.0) GU TO 300
4 TYPE 104
104 FORMAT(/® 4. ENTER MEAN SERVICE TIME IN SECONDS-°,
1 /. (THREE REAL VALUES): “$)
ACCEPT 202, SRVBAR
IF(ICONT.GT.0) GO TO 300
5 TYPE 105 ,
105  FOXMAT(/® 5. ENTER MEAN CYCLES BETWEEN FAILURES-“,
1 /4, (THREE INTEGER VALUES): “,$)
LCCZPT 201, MCBF
TF(ICONT.GT.0) GO TO 300
& TYPE 106
106 - FORMAT(/® 6. ENTER MEAN TIME TO REPAIR IN SECONDS-°,
1 4/, (THREE REAL VALWES): ~,3%)
4CCEPT 202, RPRBAR
1IF (1CONT.GT.d) GU TO 300
7 TYFE 107
107 FORMAT(/® 7. ENTER TIME TO END THE SIMULATION IN <,
1 “SLCUNDS=7,/,° (ONE REAL VALUE): °,5)
ACCEPT 204,TIMEND
1IF(TCONT.GT.0) GO TO 300
8 TYPE 108
108 FORMAT(/” 8. ENTER THE MAXIMUM DELAY TIME WHICH CAN BE °
2 ,°REPRESENTED”/6X°IN THE DELAY-TIME GRAPH, IN SECONDS-*
1 41, (ONE REAL VALUE): *,5)
ACCEPT 204, DLYMAX
1IF(ICONT.GT.0) GO TO 300
9  TYPE 109
109  FORMAT(/® 9. ENTER THE TIME IN SECONDS WHEN THE NEW®,
° MEAN ARRIVAL RATE OCCURS®/
6X°(IF THE MEAN ARRIVAL RATE DOES NOT CHANGE, ENTER 99999.)-°/
. (ONE REAL VALUE): °,$)
PCCEPT 204, PRTIM
1F(ICONT.GT.0) GO TO 300
10 TYPE 110
110  FORMAT(/” 10. ENTER THE NEW MEAN ARRIVAL RATE<,
1 “ IN SECORDS®/6X”(IF THE MEAN ARRIVAL RATE DOES NOT CHANGE, -
2 ,°PRESS RETURN)-°/,° (ONE REAL VALUE): “,$)
LCCEPT 204,ALT

[ ey
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IF(ICONT.GT.0) GO TO 300
11 TYPE 111
111 FORMAT(/° 11. ENTER THE ARRIVAL-SPLIT PROBABILITIES~",
1 7/, (THREE REAL VALUES): “,$)
ACCEPT 202,PROB
IF(ICONT.GT.C) GO TO 300
12 TYPE 112
112 FORMAT(/® 12. ENTER THE RANDOM NUMBER SEED-*,
A /6X°(USE °°99999° TG INDICATE LAST SEEDS FROM PRIOR RUN)*,
1 7, (ONE INTEGER VALUE): °,$) :
ACCEPT 203, ISEED
IF(ICONT.GT.C) GO TO 300

TYPE 401
401 FORMAT(//7X°D0 YOU WISH TO INCLUDE COSTS IN THIS RUN?*
1 /7xo(olyao DR ..N"): os)
132 ACCEPT 302,ANSK
1C0ST=

IF(ANSR.EQ. NO)GO TO 667
17 (ANSR.EQ.YES)GU TO 131
ICOMTI=TICONT1+1
IF(ICONT1.GT.3)STOP 2
TYPE 303,ANSR

GO TO 132
131 IC0ST=1
13 TYPE 113
113 FORMAT(/“ 13. ENTER THE CAPITAL COST PER UNIT®

1 /7X°(THREE INTEGER VALUES): “,$)
ACCEPT 202,CUNIT
IF(ICONT.GT.U)GO TO 300
14 TVEE 114
114 FORMAT(/® 14. ENTER THE USEFUL LIFE OF THE UNIT*
1 /7X°(THREE INTEGER VALUES): “,3$)
ACCEPT 201,LIFE
IF(ICUNT.GT.0)GD TU 300
15 TYPE 115
115 FOEMAT(/“.15. ENTER THS DISCOUNT RATE, IN PERCENTAGE TERMS®
1 /7x°(INE REAL VALUE): “,3%)
ECCTFET 204,D1SCRT
IF(ICUNT.GT.0)CO TU 300
16 TYPE 116
116 FOXMAT(/ 16. ENTER THE SPARES RATIO, IN PERCENTAGE TERMS~
1 /7X°(THREE REAL VALUES:) “,$)
LCCEPT 202,SPARES
IF(TCONT.GT.0)GC TO 300
17 TYPE 117
117 FORMAT(/° 17. ENTER THE ANNUAL OPERATING COST PER UNIT”
1 /7x°(THREE REAL VALUES:) “,$)
LCCEPT 202,UPER
IF{ICONT.GT.0)GO TO 300
16 TYPE 118 '
118 FORMAT(/” 18. ENTER THE ANNUAL SCHEDULED MAINTENANCE HOURS *
1 ,°PER UNIT®/7X“(THREE REAL VALUES): “,$)
ACCEPT 202, HRSMNT
IF(ICONT.GT.0)GO TO 300
19 TVYPE 119
119 FORMAT(/" 19. ENTER THE REPAIR WAGE RATE®
1 /7X°(THREE REAL VALUES): °,$)
ACCEPT 202,WRATE
IF(ICONT.GT.0)GO TO 3¢0
20 TYPE 120 :
120 FORMAT(/” 20. ENTER ANNUAL PASSENGER VOLUME AT STATION®
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1 /7X7(GNE INTEGER VALUE): °,3)
ACCEPT 203,PASSYR
IF(ICONT.GT.0)GO TO 300

GO TO 667
21 I1CUNT3=0
TYPE 22
22 FORMAT(/6X"ARE ANY DF THE GRAPHS TO BE ALSO PRINTED”,

“ DIRECTLY ON THE TERMINAL-°/6X°(ZERO FOR “°NO°~*",

® OR THE GRAPR NUMBER (1,2,3,4 OR 5) FOR “°YES""): °$)
25 ACCFPT 403,PRINT

403 FORMAT (1)
1F(PRINTeEQe0«ORePRINTeEQe4eOR«PRINT.EQe5.0R.PRINT.EQ.6

N =

1 «0JR.PRINT.EQ«7.0R-PRINT.EQ.8) GO TO 24
1CONT3=ICONT3+1
IF(ICONT3.GT«3) STOP 12
TYPE 410
410 FORMAT(S5X"THE PREVIOUS RESPUNSE WAS °,15,
1 /6X"PLEASE ANSWER WITH ONE INTEGER VALUE®,
2 °“EITHER 0, 1, 2, 3, 4, 52 °%)
GO TO 25
- 24 TYPE 294
294 FORMAT(6X°THE MODFL PRODUCES OUTPUT FILES SHOWING MEAN °

1 »°GUZUE LENGTH AND DELAY,"/6X"AND QUEUE LENGTH *
2  ,"DISTRIBUTICK (AND COSTS IF INCLUDED)."
I*% 0% SHAULD -THESE BE DISPLAYED ON THE TERMINAL AS WELL?®

a4 BTN GRS C8)

242 ACCEPT 2302.ANSR
IPKINT=-1
IF(ANSR.EQ.YES)IPRINT=1
IF(ANSR.EQ.NCG)IPRINT=0
IF(IPRINT.GE.0)GO TO 241
ICONT=ICONT+1 .. ..
IF(TICONT.CT. 3)&-0? 17
TYPE 303, ANSR
GO TO 242 -

24, ICUNT3=0
1¥ (ICONT.GT.0)GO TO 300

201 FORMAT(31)
202 FORMAT(3F)
203 FORMAT(I)
204 FORMAT(F)
667 TYPE 671

571 ?DRMAT(6X'hDULD YOU LIKE TO SEE THE CURRENT INPUT FILE?"/
ICONT3=0 “T—“_—”.”_mmwwm
672 ACCEPT 302,ANSR

— .
IF (ANSR.EQ.NO)GO TO 674 =
el B (ANSK.EQ.YES)GO TO 673
1CONT3=ICUNT3+1
IF(ICONT3«GTo3)STOP 16 .
TYPE 303, ANSR
CO0 TO 672
673 TYPE 666, NM, ARRATE,NARR,SRVBAR,MCBF,RPRBAR,TIMEND,
1 DLYMAX,PRTIM,ALT,PROB,ISEED
666 FOKMAT(/,* 1. NUMBER OF MACHINES IS <, 318,

- -

1 /,” 2. MEAN ARRIVAL RATE IS -, F10.2,

2 /,° 3. NUMBEK OF ARRIVALS IN GROUPS IS °, I8,
3 /,° 4. MEAN SERVICE TIME IS -,3F10.2,

4 /,” S. MEAN CYCLES BETWEEN,FAILURES X5 °,318,
5 /,° 6. MEAN TIME TO RFPAIR IS °,3F10.2,

6 /,° 7. TIME TO END THE SIMULATION °,F10.2,
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/+° 8. MAXIMUM DELAY TIME IS “/,F10.2,

/s° 9. TIME AT WHICH ARRIVAL RATE CHANGES “,F15.2,

/,° 10. NEW 'MEAN ARRIVAL RATE *,F10.2,

/,° 11, ARRIVAL PROBABILITIES ARE “¢3F10.2,

/+4° 12. RANDOM NUMBER SEED IS “,111/)

IF(ICOST.EW.0)G0 TO 669

TYEE 670,CUNIT,LIFE,DISCRT,SPARES,DPER,HRSMNT,HRATE,PASSYR
670 FORMAT(/® 13. CAPITAL COST PER UNIT IS “¢3F10.2

/° 14. USEFUL LIFE IS “,318

/° 1S. DISCOUNT RATE IS “7F10.2,7%°

/7 16. SPARES RATIO 1S “¢3(F10.2,°%°)

/° 17. ANNUAL UNIT OPERATING COST IS “23F10,2

/° 18. ANNUAL HOURS OF SCHEDULED MAINTENANCE IS “,3F10.2
/° 19, REPAIR WAGE RATE IS *,3F10.2

/° 20. ANNUAL STATION PASSENGER VOLUME 1S5 “,19)

669 IGRAPH=PRINT-3

IF(IPRINT.EQ.C)TYPE 664

IF(IPRINT<EQ.1)TYPE 665

X 20 @~

NOUT W

664 FORMAT(/6X"THE OUTPUT FILES WILL NOT BE DISPLAYED ON THE °
1 ,”TERMINAL®)
665 FORMAT(/6X°THE OUTPUT FILES WILL BE DISPLAYED ON THE TERMINAL®)

TYPE 668, IGRAPH
668 FORMAT(6X,°THE GRAPH DISPLAYED ON THE ‘s
1 “TERMINAL IS (“"0°* IF NONE): “215)
IF(CHANGE<EQe1)CHANGE=0

€74 IF(CHANGE.EQ.1)GD TO 888
ICONT=1
ICGNT1=0
390 TYPE 301
301 FORMAT(//" DO YOU WISH TO MAKE ANY CHANGES ?%,

30y ACCEPT 302, ANSR

302 FORMAT(AL)
1F(ANSReEQe NOo AND<CHANGE.EQ.1)GO TO 6567
1F (ANSR.EQ.NO) GO TO 888
IF(ANSR.EQ.YES) GO TO 306
ICONTI=ICONT1+1
IF(ICONT1.67.3) STOP 2
TYPE 303, ANSR

303 FORMAT(/,* THE PREVIOUS RESPONSE WAS “-°-,
1 Al,°°°. PLEASE ANSWER *°y°*~ OR “°N"°: “35)
GO TO 309
30o ICONT2=0
TYPE 304

304 FOPMAT(S6XENTER THE NUMBER OF THE QUESTION YOU WISH *
1 ,°T0 CHANGE®)

IF(CHANGE.EQ.0)TYPE 311

311 FORMAT(6X"(USE “°21°° 10 CHANGE REPORTS DISPLAYED ON -
1 ,°TERMINAL)~")
TYPE 312
312 FORMAT( (ONE INTEGER VALUE): °$)
CHANGE=1

308 ACCEPT 203,1

IF(1.LTe1.0R.1.GT-21) GO TO 305
IF (o NOTe ((1e6Eel13 <ANDe ToLTe21) JAND. 1C0ST.EQ.0))G0 TO 678
CHANGE=0
TYPE 675

675 FORMAT(® COSTS ARE PRESENTLY NOT INCLUGED IN THIS MODEL.*

1 ,° DO YOU WISH TO ADD COST DATA?“/7X“(°~Y°* OR **X°°):*,5)

ICONT3=(0

676 RCCEPT 302,ANSR
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IF(ANSR.EQ.NB)GO TO 300
IF (ANSR.EQ. YES)GD TO 677
ICONT3=ICONT3+1
IF (ICONT3.GT.3)STOP 15
TYPE 303, ANSR
GO TO 676
677 TCONT=0
1C0ST=1
CHANGE=0
GO TO 13 ‘
678 ¢8 1 (1,2,3,4,5,6,7,8,9,10,11,12,13,14,15,16,17,18,19,20,21),1
305  ICONT2=ICONT2+1
IF(ICONT2.GT.3) STUP 3

TYPE 310 ‘
310 FORMAT( " THE PREVIOUS RESPONSE WAS “,I5,
1 /s° PLEASE ANSWER WITH ONE INTEGER VALUE",
2 °FROM 1 TC 12: °$)
GO TO 308
688 WRITE(9,666)NM,ARRATE,NARR,SRVBAR,MCBF,RPRBAR

1 ,TIMEND,DLYMAX,PRTIM,ALT,PROB,ISEED
IF(ICUST.EQ.l)NRlTE(9,670)CUNIT,LIFE,DISCRT,SPARES,UPER

i ,HRSMNT,KRATE,PASSYR

RETURN

ERD

SUBROUTINE ENDING

CDMMDN/S4/IS,IMULT(1000),IQUE(IOOO),IUNIT(1000)1L0C2(1000)

CDMHUN/SS/NM,ARRATE,NARR,SRVBAR,MCBF,RPRBAR,TIHEND,DLYHAK

+CUNIT,LIFE,DISCRT,SPARES,OPER,HRSMNT,WRATE,PASSYR

DIMENSION NM(3),SRVBAR(3),MCBF(3),RPRBAR(3),PRDB(3),CUNIT(3)

+LIFE(3),0PER(3),HRSMNT(3),WRATE(3)

DDUBLE PRECISION IFNX

INTEGER ANSR,NO,YES,QUE,OQL,PKINT,PUNIT

IMTEGER LSTAR(51),STAR,BLANK,QSTAR,QLSTAR(101), UNIT

DATA YES,KO/1HY,1HN/

DATA STAR/“*°/, BLANK/® °/, QSTAR/”"&"/

INE2=0

o=

[

MHEN THE PROGRAM ENDS, THE STATEMENT “STOP“ APPEARS AT THE

END UF ThHk TERMINAL PRINTOUT. 1IF THE PROGRAM ENDS

NORMALLY, THE “STOP® WILL BE UNACCOMPANIED BY ANY

NUMBER. HOWEVER, AFTER SOME TYPES OF ABNORMAL ENDINGS, THE “STOP*
STATEMENTS WILL HAVE AN OCTAL NUMBER AFTER THEM.

THESE NUMBERS ARE AS FOLLOWS:

(STOP = NORMAL END=-OF-J0B)

STOP 1 - MORE THAN THREE 3AD RESPONSES TD THE QUESTION
REGARDING ACCEPTING INPUT FROM THE TERMINAL

to
!

STup MORE THAN THREE BAD RESPUNSES TO THE QUESTION

REGARDING MAKING CHANGES TO THE INPUT DATA

STOP 3 - MORE THAN THREE BAD RESPONSES TO THE QUESTION
REGARDING THE NUMBER OF THE QUESTION TO BE
CHANGED

ST0P 4 - MORE THAN THREE SAD RESPONSES TO QUESTION
. REGARDING NEXT RECORD OF CURRENT DISK
DATA FILE

QOQOOOOOCAOLIOOQLIOAONOIOOI0T
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2600
10
12

STOP 5 - MDRE THAN THREE BAD RESPONSES TO THE QUESTION

REGARDING MAKING ANOTHER RUN

STOP 6 = THE ARRAY “BRK® CONTAINING 2500 RANDOM

NUMBERS IS BEING EXCEEDED

STOP 7 - THE ARRAY “RPR® CONTAINING 90 RANDOM NUMBERS

IS REING EXCEEDED

STUP 10 = THE NUMBER OF MACHINES FOR A SERVICE UNIT

(NM(UNIT)) HAS GONE NEGATIVE

STCP 11 - MORE THAN THREE BAD RESPONSES TO THE QUESTIODN

REGARDING DELETION OF DISK STORAGE FILES

STOP 12 - MORE THAN THREE BAD RESPONSES TO THE QUESTION

REGARDING CHOICE OF OUTPUT GRAPHING ROUTINES

STOP 13 -~ MORE THAN THREE BAD RESPONSES TO THE QUESTION

REGARDING ADDITIONAL PRINTOUT ON THE TERMINAL

T0P 14 - MORE THAN THREE RAD RESPONSES T0 THE QUESTION
REGARDING PRINT NUMBER REPORT AND/OR UNIT NUMBER

LAST=0
pn 2 1=1,5%
LSTAK(I)=8LANK

. CONTINUE

np 3 1=1,101

QLSTAR(I)=BLANK

CUNTINUE

ICONT=1

ICONTO=0

G0 T0 33

FOKMAT(1H1,® PASSHGR",° AT ARRIVAL SERVICE“,3X°DELAY®,
/,9%,“UNIT?,4X,"TIME®,5X, " TIME",4X“TIME®/)
FORMAT(1X15,2X,14,2X,3F8.1,2X51A1)

FORMAT(1H1,° TIME®,2X"QUFGE’,4X,°AT",/7X“LENGTH UNIT"//)
FONMAT(1XI4,2(3X,14),3X101A1)

FORMATC(1H1,2X“TIME®,” EVENT”,6X°NEXT*,7X°NEXT°,5X°NEXT”
+4X°QUEUE®,3X “MACHINES AT*/19X°ARRIVAL”,2X°DEPARTURE"
,2X"REPAYR®,2X°LENGTH",2X,“IN SERVICE UNIT®/)
FORMAT(1XF6.1,2XA5,3XF71,4XF7.1,2XF7.1,4XI4,5X14,5K,14)
FORMAT(1H1,“ PASS UNIT s ARRIVAL’,2X°QUEUE“/15X"TIME",
4%, “LENGTH"/)
FORMAT(1XT14,1X,74,3XF7.1,3X14,3X10141)

IF ANY OTHER REPORTS ARE 10 BE PRINTED ON THE TERMINAL

ICONT1=0

IF(ICONT.EQ.Q)TYPE 2000,PUNIT

FORMAT(3X“UNIT °,I1,° INACTIVE OR NON-EXISTENT®)

TYPE 10

FURMAT(/,* DO YOU WISH TO SEE ANY OTHER GRAPHS-%,/,
6%, “(ANSWER "°Y"” OR °°N°°): ",5)

ARCCEPT 1,ANSR

FORMAT(AL)

IF(ANSR.EQ.YES) GO TO 19

IF(AKSR.EQ.ND) GO TO 9
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ICOMTI=ICONT1+1
IF(ICONT1.GT+3) STOP 13
TYPE 308, ANSR
GO TO 12
19 ICGNT2=0
IF(ICONT0.EQ.0)TYPE 901
901 FORMAT(® GRAPHS TAN BE DISPLAYED ON THKE TERMINAL IN °
¢ “THEIR ENTIRETY®/® OR IN A SHORT FORM CONSISTING OF EVERY”
+° TENTH ENTRY. TO REQUEST“/“ THE SHORT FORM, ADD 10 TO THE~"
“ GRAPH NUMBER (E.G., FOR THE SHORT FORM“/* OF GRAPH 1, °
L TYPE '.1_4")'II
T0 STOP DISPLAY OF ANY PRINTOUT, TYPE CONTROL-0°/
“ (7°0°°, NOT °“ZERO"°), THEN RESPOND “°Y®* OR “°N°° TO THE</
+° QUESTION °°DO YOU WISH TO SEE ANY FURTHER PRINTQUTS?"°"/
° (THIS QUESTION WILL NOT BE DISPLAYED ON THE TERMINAL) ")

DN D WK
[ Y

ICONTO=1
ICANT=0
TYPE 20
20 FARMAT(/,” ENTER THE GRAPH NUMBER (1,2,3,4 OR 5)°
1 2/s° AND THE UNIT NUMBER (0=ALL,1,2 OR 3)-°,/,

2 (TWO INTEGER VALUES): “,S$)

NOTE THAT THE VARIABLE °PRINT® DOESN®T GET TRANSFERRED BACK TO
THE MAIN ROUTIRE SO THERE IS NO WORRY ABOUT LGSING ORIGINAL
VALUES

agaQaaa

255 ACCEPT 21,PRINT,PUNIT
21 FORMAT(21)
IGRAPH=PRINT
PRINT=PRINT+3
JF(((PRINTosGEe4 «ANDe PRINT.LE.8) .OR.

A (PRINT.GE.14 .AND. PRINT.LE.18)) .AND.
1 (PUNITeEQe0 eORePUNITeEGe]1eO0RePUNITeEQe2e0RePUNITEQe3))
2 GO Td 23
ICONT2=TCONT2+1
IF (ICONT2.GT.3) STUP 14
IYPE 29,IGR APL,PUNIT
29 FORMAT(/, " THE PREVIOUS RESPONSE FOR PRINT WAS *,13,
1 * AND UNIT WAS °,13,/,° PLEASE ANSWER 1,2,3,4°,
2 ° OR 5 FOR PRINT (OR 11,12,13,14, OR 15 FOR THE * '
3 ,"SHURT-FORM PRINTOUTS) “/7X°AND 0,1,2,3 FOR UNIT: °2S)
GO TO 255 . :
23 ISHORT=0

IF(PRINT.GT.10) ISHORT=1
IF(PRINT.GT.10)PRINT=PRINT~10
PRINT=PRINT-3

GO TG (24,25,26,27,28) PRINT

REPURT 1 ON THE TERKINAL

[(SEP NS NN

q LD=4410*PUNIT
REWIND LD
EEAD(LD,202)
1302 FORMAT(1H1,“ PASS AT ARRIVAL SERVICE DELAY “,/,
i1 - UNIT TIME TIME TIME °/)

=-1
342 READ(LD,301,END=33)NPASS,UNIT,TIME, SERVTM,DELAY,LSTAR
IF(ICONT.EQ.0)TYPE 1302
ICUNT=1
IF(1ISHORT.EQ.0)GO TO 241
K=K+1
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IF(K/10*10.NE.K)GO TO 342

241 Do 34 1=1,38
JF(LSTAR(I).EQ.STAR)GD TO 341
34 CONTINUE
I=38
LSTAR(38)=STAR
341 TYPE 1301, NPASS,UNIT,TIHE,SERVTM,DELAY,(LSTAR(IJ),IJ—I,I)
1301 FORMAT(1XI5,1X12,3F8.1,1X,3841)
GO TO 342
c
C REPORT 2 ON THE TERMINAL
c
25 IF(15.EQ.0)GD TO 33
==1

Do 30 1=1,1I5
IF(.NOT.(PUNIT.EQ.0 -0OR. PUNIT.EQ.IUNIT(I)))GO TO 30
IF(ICONT.EQ.C)TYPE 1480
ICGNT=1
IF(1SHORT.EQ.0)GO TO 251
K=K+1
IF(K/10*10.NE.K)GD TO 30
251 IJIDEX=MINO(LOC2(X),55)
GLSTAR(IJDEX)=QSTAR
TYPE 1520, IMULT(I),TQUE(T),TUNIT(I),(QLSTAR(II),I1Y=1,IJDEX)
QLSTAR(IJDEX)=BLANK
30 CONTINUE
G0 TO 33
1480 FORMAT(1H1,” TIME QUEUE AY",/,7X, LENGTH UNIT'I)
1520 FORMAT(1X,15,1X,14,2X,12,2X,55A1)
c
C REZPORT 3 ON THE TERMINAL
c
26 REWIND &
TYPE 903 '
303 FOKMAT(™ WARNING -- GRAPH 3 CAN BE VERY LONG. TO STOP”
i ,° DISPLAY, TYPE COKRTROL-G®)
KEAD(6,202)
K=~1
31 KZAD(6,201,END=33) TIME,LABEL,AR,DP,RP,QL,NMACH,UNIT
IF(.NOT.(PUNIT.EQ.0 «ORs PUNIT.EQ.UNIT))GO TO 31
I¥(TCONT.EQ.C)TYPE 202
ICOKT=1
IF(ISHORT.EQ.0)GO TO 261
K=K+1
IF(K/10*10.NE.K)GO TO 31
61 TYPE 201,TIME,LABEL,AR,DP,RP,QL,/NMACH,UNIT
630 T0 31

N

REPORT 4 ON THE TERMINAL

O a

7 LD=7+10*PUNIT
REWIND LD
K==1
READ(LD,400)
32 PEAD(LD,401,END=33)NP2,UNIT,TMIN,GQL,QLSTAR
IF(ICONT.EQ.O0)TYPE 1400
ICUNT=1
IF(ISHORT.EQ.0)GO T0 271
K=K+1
IF(K/10*10.NE.K)GD TG 32
271 D0 37 1=1,49
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3n
c

c
28

490

291
309

95

308

Ui

294

W N

IF(QLSTAR(I).EQ.QSTAR)GO TO 371

COKTINUE

I=49

QLSTAR(49)=QSTAR

TYPE 1401,NP2,UNIT, TMIN,QL, (QLSTAR(IJ),IJ=1,1)
¢0 TO 32

C REPORT 5 ON THE TERMINAL

LD=8+10*PUNIT

REWIND LD

K=-1 ,

READ(LD,490)

FORMAT(® DEPARTURS?,13X°INITIAL“,3X"TOTAL®"/
+3X°TIME”,SX“PASSENGER”,4X"UNIT",SX“DELAY"/)
READ(LD,309,END=33)TMIN,NPS,JFUNIT, TDELAY,LSTAR
FORMAT(1XF6.1,5X15,9X12,5XF7.1,2X511)
IF(ICONT.EQ.0) TYPE 490

ICONT=1

1IF(ISHORT.EQ.0)GO TO 281

K=Kk+1

IF(¥K/10*10.NE.K)GD TO 291

DO 292 1=1,30

IF(LSTAR(I).ER.STAR)GD TO 293

CONTINUE

I1=30

LSTAR(30)=STAR

TYPE 1308,TMIN,NPS,JFUNIT,TDELAY,(LSTAR(IJ),IJ=1,1)
FORMAT(1XF6.1,5X15,9XI2,5XF7.1,2X30A1)

GO TO 291

FORMAT(1H1,” PASS UN ARRIVAL QUEUE®,/7X°IT°,3X,°TIME LENGTH®/)
FORMAT(1X,Y5,1X,12,F7.1,1%,14,1X,49A1)

1CONT2=0

TVYPE 4

FORMAT(/” DO YOU WISH TO MAKE ANOTHER RUN?°/
TX°(THIS WOULD DELETE ALL REMAINING CURKENT OUTPUT REPORTS)®/
6X°(ANSHER “°Y“ < OR “°N-""): *$)

ISURE=IPRINT

ACCEPT 1, ANSK

IF(ANSR.EQ.YES) GO TO 5

IF(ANSR.ER.NO) GG TO 88

ICONT2=TCONT2+1

IF(ICONT2.6T.3) STOP 11

TYPE 308, ANSR

FORMAT(/,* THE PREVIOUS RESPONSE WAS “°°,
Al1,°°“. PLEASE ANSWER “°Y*® OR ““k"°: °$)

GO TO 98

IF(ISURE.EW.1)60 TU 51

TYPE 294

FORMAT(6X"IF YOU MAKE ANOTHER RUN, YDU WILL HAVE NO *
»“GQUEUE LENGTH OR °/6X°COST OUTPUTS FROM *

+“THIS RUN (APART FROM THE GRAPHS).®/6X°DO YOU STILL *
»°WISH TO MAKE ANOTHER RUN?"/7X“("°Y¥”"° OR ““N°°): “$)
ISURE=1

GO TO 98

CLOSE(UNIT=4,DISPOSE="DELETE?)
CLOSE(UNIT=6,DISPOSE="DELETE")
CLOSE(UNIT=7,DISPOSE="DELETE®)
CLUSE(UNIT=8,D1SPOSE=“DELETE")
CLOSE(UNIT=9,DISPOSE="DELETE")
CLUSE(UNRIT=14,DISPOSE=“DELETE")



30

41

40
340
41

42
942

943

88

CLUSE(UNIT=17,DISPOSE="DELETE®)
CLGSE(UNIT=18,DISPOSE="DELETE")
CLOSE(UNIT=24,DISPOSE="DELETE")
CLUSE(UNIT=27,DISPOSE=“DELETE")
CLOSE(UNIT=28,D1SPOSE="DELETE")
CLOSE(UNIT=34,DISPOSE="DELETE")
CLUSE(UNIT=37,DISPOSE=*DELETE")
CLGSE(UNIT=38,DISPUSE="DELETE")
RETURN

LAST=1

CLUGSE(UNIT=4)

CLOSE(UNIT=6)

CLOSE(UNIT=7)

CLCSE(UNIT=8)

CLUSKE(UNIT=2)

CLUGSE(UNIT=14)

CLOSEC(UNIT=17)

CLOSE(UNIT=18)

CLUSELUNIT=24)

CLOSE(UNIT=27)

CLOSE(UNIT=28)

CLOSE(UNIT=34)

CLOSE(UNIT=37)

CLOSE(UNIT=356) i
ICONT1=0 A
1F{15.EQ.0)G0 TD 40~ — e =
NPEN{UNIT=5,FILE="FOR05.NAT*DEVICE=" DSKS',ACCESS-'SEQINOUT )
UPEN(UNIT=15,FILE="U15.DAT*,DEVICE="DSKS*,ACCESS="SEQINOUT ")
DPFN(UNIT=25,F1LE="U25.DAT”,DEVICE=°DSKS*,ACCESS="SEQINOUT")
OPLN(UNIT=35,FILE="U35.DAT*,DEVICE="DSKS*°,ACCESS="SEQINOUT ")
uo 90 LD=5,35,10

w2RJATE(LD, 480) - -

Vo 91 I=1,15 G sOUUU,

Lu=5+106*TUNIT(1) .

QLSTAR(LDC2(T))=STAR

bEITE(LD,S?C)IMULT(I),IQUE(I),IUNIT(I):
(OLSTAR(II),I1=1,L0C2(1))

v RITE(5,520) IMULT(I) ,IQUE( L), IUNITL(I),
(QLSTAR(IT),I1=1,L0C2(1))

GLSTAR(LOC2(I))=BLANK

CONTINUE

CLOSE(UNIT=%)

CLUSECUNIT=15)

CLOSE(UNIT=25)

CLOSE(UNIT=35)

TYFE 940

FORMAT(6X*D0 YOU:WISH TO SAVE THE CURRENT INPUT DATA?'/
6X°(ANSKER “°Y”"° QR “°N°"°): *,$) .

ACCEPT 1,ANSR

IF(ANSR.EQe NO)RETURY

IF(ANSR.EQ.YES)GO TO 42

ICONT1=ICONT1+1

IF(ICONT1.GT«3)STOP 15

TYPE 308, ANSK

GO TU 41

TYPE 942

FOXMAT(6XENTER FILE NAME (UP TO 10 CHARACTERS): 7.S)
ACCEPT 943,1FNX - - -
FOKMAT(A10)

QPEN(UNIT=56,FILE=IFNX,DEVICE="D3KS”,ACCESS="SEQLNOUT}—rn
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944

945

Few

T

WRITE(56,944)NM,ARRATE,NARR,SRVBAR,MCBF,RPRBAR,TIMEND
sDLYMAX,PRTIM,ALT,FROB,ISEED
FORMAT(1X313/1XF6.2/1X13/1X3F8.2/1X316/1X3F8.2/1XF8.1
J1XFB.1/1%XFB8.1/1XFB.2/1X3F6.2/1%X111)
lF(ICDST.EQ.I)HRITE(56,945)CUNIT,LIFE,DISCRT,SPARBS,GPER
s HRSMNT,WRATE,PASSYR
FORMAT(1X3F9.1/1X314/1XF4.1/1X3F5.2/1X3F9.1/1X3FS.1
J1X3F6.2/1X112)

CLOSE(UNIT=56)

RETURN

END ,

SUBROUTINE CSTMOD(CUNIT,LIFE,DISCRT,SPARES-OPER,HRSMNT,WRATE
s2ASSYR,NM,MCBF ,RPRBAR,PROB,COST)

CIMENSION CDST(3,6),CUNIT(3),LIFE(B),SPARES(3)IDPER(3),HRSHNT(3)
,WRATE(3),NM(3),MCBF(3),RPRBAR(3)IPROB(3)

INTEGER PASSYR

RATE=DISCRT/100.

PFRAC=0.

bo 1 1=1,3

PFRAC=PFRAC+PROB(I)

IF(LIFE(I).EQG.0)GO TO 1

SPRPCT=SPARES(1)/100.

CAPINV=NM(I)*CUNIT(I)

SPRINV=CAPINV*SPRPCT

pv=1.

1F(RATE.LT..01)G0 TO 2
PU=RATE/(le~(1e/(1.+RATE)**LIFE(I}))

COST(I,1)=CAPINV*PY

COST(1,2)=SPRINV*DBY

COST(1,3)=0PER(I)I*NM(T)

COST(I,4)=HRSHNT (II*WRATE(Y)*NNI(T)
COST(I,S)=WRATE(I)*RPRBAR(I)/3600.*{PASSYR*PFRAC/HCBF(I))
COST(1,5)=0.

0d 3 J=1,5

CDST(I,ﬁ):CDST(1,6)+CDST(I,J)

CONTINUE

RETUKN

n
Feis
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A.2 LISTINGS FOR ANALYTICAL MODEL

Main Program
MAIN.

Subroutines

QMATRX
RMATRX
CMTRX1
CMTRX2
PIVECT
MATMLT
VECMLT
BEGIN
INPUT
ENDING
CSTMOD
MINV
GELG
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DIMENSION Q(O:2,0:2),R(0=2,0:2),LAMDA(0:2),PIX(0=2),XX(0:500)
,TEMP(O:2,0:2),ZERO(O:2,0:2),C1(0:2,0:2),C2(O:2,0:2),SUM(0:2)
,TEMPI(0:2,0:2),R11Nv(0:2,0:2),LHV(3),MHV(3),A(0:2),X(O:500,0:2)
,Ul(0:2),U2(0:2),PI(O:2),XC(O:500,0:2),QBARJ(0:5)
DIMENSION CC1(622,022),CC2(0:2,0:2),F1(0:2),F2(032),H(0:2)
,RMU(0:2),RZIHV(O:2,0;2),TEMPA(0:2),TEMPB(0:2),TEMPC(0:2)
+TEMPZ(022,0:2),00(032,03:2),U01(022,03:2),UU1MI(022)
+¥(0:2,022),Y1(0:2,0:2)
DIMENSION COST(6)
COMMON IFILNM,FRGMWH,N,ARR,SERVTM,MCBF,MTTR
1 ,CUNIT,LIFE,DISCRT,SPARES,OPER, HRSMNT,WRATE, PASSYR,1COST
DOUBLE PRECISION IFTLNM :

REAL LAMDA,MCBF,MTTR

INTEGER C,FROMWH,PASSYR

DATA TOL,XTOL/.00001,.0005/

DATA LTMIT,MAXIT/S00,50000/

R

W N s

FROMWH=0
: CALL BEGIN
201 FORMAT(1XI3,4F6.0)
202 FORMAT(1X2F9.6,215)
34 WRITE(6,201)N,ARR,SERVTM, MCBF ,MTTR

HRITE(6,202)XTUL,TOL,LIMIT,MAXIT
SERV=3600./SERVTM
C=N :
SIGMA=(3600./MTTR)/SERV
THETA=1./MCBF
DO 1 1I=0,N
1 LAMDA(I)=ARR/SERY
WRITE(6,110)SIGMA, THETA,LAMDA
110 FORMAT(1X2F9.5,5X(F9.5))
no 31 1c=31,C
JC=IC
CALL PIVECT(N,JC,SIGMA,THETA,PI)
rY0NUM=0.
RHODEM=(.
DG 32 J=0,%
FHONUM=RHONUM+PI(J)*LAMDA(J)

32 FAUDEM=RHODENM+PI (J)*J
rRHO=RHOK'M/RHODEN

31 WRITE(6,108)IC,RHO,(PI(J),J=0,N)

103 ‘FORHAT(IS'F7-4'SX7F7Q4)
WRITE(4,301)N,ARKR,SERV,MCEBF, MTTR

361 FORMAT(”1FARE COLLECTION QUEUING ANALYSIS*//

* ° NUMBER OF UNITS = “,12/° ARRIVAL RATE = *
#F6.0,° /HR®/* SERVICE RATE = “4F6.0,° JHR"/” MCBF = *
sF6.0/° MTTR = “,F6e0," SEC*)
WRITE(7,302)
DO 351 J=0,N
351 WRITE(7,303)J,PI(J)
WRITE(7,304)RHO
3C4 FORMAT(//° THE TRAFFIC INTENSITY IS “sF7.4)
IF(RID.GE.1.0)GO TO 30
CALL QMATRX(Q,N,C,SIGMA, THETA)
D0 2 1I=0,N
2 HRITE(6I101)(Q(I'J)IJ=OIN)
101 FORMAT((1X7F7.4))
CALL RMATRX(R,LAMDA,N,TUL,MAXIT,QIH,Flle,UU,UUI,UUIHU,RHU)
WRITE(6,102)
102 FORMAT(0°)
Do 3 1=0,N ‘
3 WRITE(6,101)(R(I,J),J=0,N)

N =
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26

27

96
999

28

11

13

103

98

29

Do 4 I=0,N

PO S J=0,N

TEMP(1,J)=R(I1,J)*J+Q(1,J)
TEMP(I,1)=TEMP(I,I)-I-LAMDA(I)

CLLL MATMLT(TEMP,N,N,R,N,ZERO)

D0 6 1=0,N
ZERQO(I,I)=ZERC(I,I)+LAMDA(T)
WRITE(6,102)

DO 7 1=0,N
WRITE(6,101)(ZERD(I,J),J=0,N)

CALL CMTKX1(Cl,C2,H,4,R,SUM,LAMDA,Y,Y1)
WRITE(6,102)

DO 26 I=0,N
WRITE(6,101)(C1(I,J),J=0,N)
WRITE(6,102)

WRITE(6,101)SUM

DO 8 I=0,N

C2(XI,0)=0.

DO 8 J=0,N

TEMP(I,J)=0.

IF(J.EQeY «ORe JoEQaI+1)TEMP(I,J)=Q(1,J)
IF(J.EQ.I <AND. I.GT.0)TEMP(I,J)=TEMP(I,J)+Q(I,I~1)
IF(I.EQ.J)TEMP(I,J)=TEMP(1,J)-LAMDA(I)
CALL MATMLT(C1,N,N,TEMP,N,TEMP1)

DO 12 I=0,N

DO 12 J=0,H
TEMP(I,J)=C2(I’J)+TEMP1(I’J)

DO 9 I=0,N

DO 10 J=0,N

RIINV(I,J)==R(I,J)
K1INV(I,I)=R1INV(I,I)+l.

WRITE(6,102)

DD 27 1=0,N
WRITE(6,101)(RIINV(I,J),I=0,1)

CALL MINV(R1INV,N+1,D,LWV,MKV)
WRITE(6,102)

b 99 I=0,4

WRITE(6,999)Y(RIINV(I,J),0=0,N)

FORMAT(1X7E11l.4)

wRITE(6,102)

DD 28 I=0,N
WRITE(6,101)(R1IINV(I,J),I=0,N)
DO 11 I=0,N :

TEMP(I N)=SUM(I)

A(I)=0.

DO 11 J=0,N
TEMP(I,N)=TEMP(I,N)+R1INV(I,J)
DO 13 1I=0,N

D3 13 J=0,N
TEMP1(I,J)=TEMP(J, 1)

A(N)=1.

EPS=5.E~4

KRITE(6,102)

FORMAT(1X7F9.4)

WRITE(6,102)

DD 93 I=0,N\
WRITE(6,969)(TEMP(I,J),3=0,N)
WRITE(6,102)

D0 29 I=01N
WRITE(6,103)(TEMP(I,J),J=0,N)
CALL GELG(AITEMPI’N*lllpgpslIER)
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DO 14 I=0,N
14 X(N=1,1I)=A(1)
WRITE(6,102)
WRITE(6,101)(X(N-1,1),1=0,N)
CALL CMTRX2(N1Q’R;RllNV,X,Ul,UZ,LAMDk,LIMIT,CCl,CC2,Y,Y1
1 ,TEMPZ,TEMPAITEMPB,TEMPC'R2INV)
DO 15 JJ=2,N
» WRITE(6,102)
WRITE(6,104)(U1(I),I=0,N)
KRITE(6,104)(U2(I),I=0,N)
104 FORMAT(1XTF9.4)
XTOT=0.
DO 16 J=Q,N
PIX(J)=0.
DO 16 JJ=0,8-1
PIX(J)=PIX(JI)+X(JJ,J)
16 XTOT=XTOT+X(JJ,J)
JJ=N-1
17 IF(1-XT0T.LT.XTOL)GO TC 19
IF(JJ.GE.,LIMIT)GO TO 18
JJd=JdJd+1
DO 20 J=0,N
X(JJs3)=C,.
' DO 21 I=0,N
21 X(JJ,J)=X(JJ,J)+X(JJ-1,I)*R(I,J)
PIX(J)=P1X(J)+X{(JJ,J)
20 XTOT=XTO0T+X(JJ,J)
GO TO 17
16 WRITE(7,105)LINIT
105 FORMAT(” X DOES NOT SUM 10 ONE AFTER",IS,* QUEUE LENGTH POINTS )
19 ¥RITE(T7,305)J3,XTOTY
305 FORMAT(///1X14,° POINTS OF THE QUEUE LENGTH DISTRIBUTION®
1 /° HAVE BEEN CUMPUTED, ¥CR A TOTAL PROBABILITY OF “,F7.4)
106 FORMAT(1X14,3XF7.4)
GLBAR=0.
GLSTDV=C.
DO 36 I=U,N
QLB AK=QLEAR+UL(I)
lF(PIX(l)oGE.XTUL)QLSTDV=QLSTDV+UZ(I)'(Ul(l)'*2/PIX(I))
36 CONTINMNUE
GLSTDV=SQRT(QLSTDV)
WRITE(4,306)QLBAR,QLSTDV
306 FORMAT(/° THE MEAN QUEUE LENGTH IS *,F7.2/
1 S5X“HWITH A STANDARD DEVIATION OF *,F7.2)
: DLYEAR=QLBAR/ARR*3600.
WRITE(4,310)DLYBAR
310 FOKMAT(/® THE MEAN DELAY IS *,F7.2,° SEC.”")
WRITE(7,101)(PIX(I),I=0,N)
WRITE(7,102)
WR1T=(4,302)
302 FURMAT(/“OPROBABIL1TY OF NUMBER OF UNITS AVAILABLE'I5X'NUHBER'
1 ,° OF UNITS AVAILABLE',10X'PRUBABILITY')
b0 35 J=0,N
35 WRITE(4,303)J,PIX(J)
303 FORMAT(13XI2,25XF7.4)
WRITE(4,102)
RHONUM=0.
RHODEN=0.
Do 37 J=0,N
RHUNUM=RHUNUM+PIX(J)*LAMDA(J)'



14

15

104

16
17

21
20

18
105

305
106

306

310

302

35
303

D0 14 1=0,N

X(N=1,1I)=A(1)

WRITE(6,102)

HRITE(B,IOI)(X(N-III):I=0:")

CALL CHTRXZ(N,Q,R,RllNV,X,Ul,UZ,LAMDA,LIMIT,CCl,CC2,Y,Y1
,TEMPZ,TEMPA,TEMPB,TEMPC'R2IHV)

DO 15 Jo=2,N

HRITE(6,101)(X(N-JJ,I),I=0,N)

WRITE(6,102)

hRITE{6,104)(U1(I),I=0,N)

KRITE(6,104)(U2(I),I=0,N)

FORMAT(1X7F9.4)

XT0T=0,

DO 16 J=0,N

PIX(J)=0.

DO 16 JJ=0,N-1

PIX(JI)=PIXCJ)+X(JIJ,J)

XTOT=XTOT+X(JJ,J)

JJ=N-1

IF(1-XTOT.LT.XTOL)GCO TQ 19

IF(JJGEL.LIMIT)GO TO 18

Jd=JJd+1

DO 20 J=0,N

X(JJ,3)=0C.

DO 21 I=0,N

X(JJ,J)=X(JJ,J)+X(JJ-1,I)*R(I,J)

PIX(J)=P1X(J)+X(3J,J)

ATOT=XTOT+X(JJ,J)

GO TO 17

&RITE(7,105)LIMIT

FOKMAT(® X DOES NOT SUM 10 ONE AFTER®, IS5, QUEVUE LENGTH POINTS®)
WRITE(7,305)JJ,XT0T

FORMAT(///1X14,° PUINTS OF THE QUEUE LENGTH DISTRIBUTION®
/° HAVE BEEZN CUMPUTED, FCR A TOTAL PROBABILITY OF “,F7.4)
FORMAT(1XI4,3XF7.4)

GLBAR=0,

GLSTDV=0,

DO 36 I=U,A

WLBAK=QLEAR+U1(I)
lF(PIX(l).GE.XTUL)QLSTDV=QLSTIJ+UZ(I)~(U1(I)**2IPIX(I))
CONTINMUE

GLSTDV=SQRT(QLSTDV)

WRITE(4,306)QLBAR,QLSTDV

FORMAT(/° THE MEAN QUEUE LENGTH IS “eFTl.2/

SX“WITH A STANDARD DEVIATION OF “,F7.2)
DLYRAR=QLBAR/ARR*3600.

WRITE(4,310)DLYBAR

FOKMAT(/“ THE MEAN DELAY IS “¢FT<2,° SEC.”)
WRITE(7,101)(PIX(I),I=0,N)

WRITE(7,102) '
WRI1TZ(4,302)

FORMAT(/“0OPRUBABILITY OF NUMBER OF UNITS AVAILABLE “/SX“NUMBER*®
»° OF UNITS AVAILABLE®,10X“PROBABILITY")

DO 35 J=0,N

WRITE(4,303)J,PIX(J)
FORMAT(13XY2,25XF7.4)
WRITE(4,102)

RHONUM=0.

RHGDEN=0.

Ba 37 J=0,N
RHONUM=RHONUM+PIX(J)*LAMDA(J)



37

307
311

23

112
308
22

107
309

39

25

24

401
30
109
33

111

W N

RHUDEN=RHODEN+PIX(J)*J

RHO=RHONUM/ RHODEN

WRITE(4,304)RHD

JMAX=MINO(9,3J2

WRITE(4,307)(J,3=0,JMAX)

FORMAT(//20X° QUEUE LENGTH == PROBABILITY DENSITY®//4X10(5XI2))
WR1TE(4,311)

FORMAT(" °)

50 22 I1=0,JJ

XX(1)=0.

DO 23 J=0,N

XC(1,J)=0.

IF{PIX(J).LT.XTOL)GO TO 23
XC(I1,J)=X(1,Jd)/PIX(J)

XX(I)=XX(IY+X(1,J)

CONTINUE

IF((1+1)/10*10.NE.(1+1))GD TO 22

IM9=}1-9

KRITE(4,112)IM9, (XX(J),I=IM9,1)
FORMAT(3XI3,10(1X2PF5.1,°%°))
FORMAT{1XIS5,7XF6.4)
NRITE(7,107)I,XX(I);(X(I,J),J=0,N)

IP1=IM3+10
IF(JJ’IMgaGTo9)”RITE(41112)IP1’(XX(J),J=IP1,JJ)
FURMAT(IXI4,4XZPF5o2,'%',5X7(IX2PF6o21'%'))
FORMAT(//21X°QUEUE LENGTH «- CUMULATIVE PROBABILITY-//4X10(5XI2))
WRITE(4,311)

wWrI1TE(7,102)

NULL=0 :
WRITE(7,107)NULL,XX(0§I(XC(O,J),J=O,N)
QBAR=1.-XX(0)

L0 39 J=0,N

WRarJ(3)=1.-XC(0,J)

DO 24 I=1,34

DO 25 J=0,%

XC(T,J)=XC(I;J)+XC(I-l,J)
QRARJ(J)=QBARJI(J)+{1.=-XC(I,J))
XX(I)=XX(I)+XX(I~1)

QBAR=QBAR+(1.0-XX(I))
IF((1+1)/10%10.8E.(I+1))G0 TO 24

1M9=1-G

WRITE(41112)IMQ,(XX(J),J=IM9,I)
NRITE(71107)I,XX(I)I(XC(I,J),J=0,N)

IP1=IMS+10
IF(JJ-IMQ.GT-g)WRITE(41112)Ipll(XX(J),J=IP1'JJ)
WRITE(7,4061)QUBAR,QBARJ ’
FORMAT(® THE COMPUTED MEAN QUEUE LENGTH IS®,F7.2/5X7FB.2)
GO 710 33

WRITE(6,109)

WRITE(4,109)

FORMAT(® THFE QUSUE IS NOT STABLE”")
WRITE(4,394)KHO

IF(ICOST.EQ.0)GO TO 38

CALL CSTMUD(CUNIT'LIFE,DISCRT,SPARES,UPER,HRSMNT["RATE
+PRSSYR, N, MCEF,MTTR,COST)

WRITE(4,111)COsST

FORMAT(/15X°=~ COSTS =-=-°/

/TX°ANNUALIZED CAPITAL COST*,T35,°$°,F9.2
/TX“ANNUALIZED SPARES c0sT°,T35,°5°,F9.2
/TXTUPERATING cosTt°,135,°5°,F9.2
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38

101

10

11
102

Ul b

/7X°SCHEDULED MAINTENANCE C3S8T*,T35,°5°,F9%.2
/7X°CORRECTIVE REPAIR €0s1°,135,°5°,F9.2
//7%°TOTAL COST*,T34,°$°,F10.2)

CALL ENDING

1F(FROMWH.LT«2)GO TO 34

STOP

END

SUBROUTINE GQMATPX(Q,N,C,SIGMA, THETA)
DIMENSION QCO:N,02N)

INTEGER C

DO 1 I=0,k-1
Q(I,I+1)=MINO(C,N=I)*SIGMA
Q(I+1,X)=(I+1)*THETA

DO 2 I=1,N-1 _
Q(I,I)=-(Q(I,I-1)+Q(I, I+1))
Q(0,0)=-Q(0,1)

QN H)==Q(N,N~1)

RETURN

END _

SUERQUTINE RMATRX(R,LAMDA,N,TUL,HAXIT,Q,H,F11F2,UIUI,UIHU,RMU)
DIMENSION R(O2N,0:N),LAMDA(O:N),H(0:N),Fl(O:N),F2(0:N)
,U(O:N,O:N),UI(O:N,O:N),UlMU(O:N),RHU(O:N):Q(O:N,O:N)
REAL LAMDA

ITS=0

PO 16 1=0,K

DO 16 J=0,N

R(I,J)=0.

b0 1 I=0,N

H(I)=LAMDA(I)+I1-Q(I,I)

bo 2 1=1,N

F1(1)=Q(1,1-1)/H(1I-1)
F2(I)=Q(I-1,1)/4(1)

DO 4 I=C,N

DO 4 J=0,N

U(I,J)=k(1,d)*J/H(J)

DO 5 I=1,N

U(T,I-1)=U(1,I-1)+F1(I)
UCI-2,I)=U(I-1,1)+F2(1)

DO 6 I=0,1%

DO 6 J=0,N

U1(1,J)=0. ,

pa 6 K=0,)~‘ R
U1(I,J)=U1(I,J)+R(1,K)*U(K,J)

D0 7 I=0,N
U1(I,Y)=U1(I,I)+LAMDA(CI)/H(I)
ITS=1TS+1 '

ERE=0,

po 8 1=0,¥

DG 8 J=0,N
ERR=AMAX1(ERR,ABS(U1(I,J)-R(I,J)))
IF(ERR.LE.TOL)GO TO 11
IF(ITS.LT<MAXIT)GO T0O 9
WRITE(6,101)MAXIT

FORMAT(® NO CONVERGENCE AFTER<",14,° ITERATIONS. *)
GO To 11

DO 10 1=0,nN

DO 10 J=0,N

R(I,J)=U1(1,J)

GO TO 3

WRITE(6,102)ITS

FORMAT("07,10XIS)
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GO T0 14
Do 20 I=0,N
103 FORMAT(1XTF7«4)
' DO 12 I=0,N
RMU(T)=0.
UlMUCI)=0.
DO 12 J=1,N
RMUCI)=RMUCI)+R(I,J)*J
12 VIMO(TI)=UIMUCI)+UL(L,J)*J
1SSAME=0
DD 13 I=0,N
1F(UIMU{I).EQ.RMU(1))GO T0 13
ISSAME=1
TEMP=(LAMDA(I)~-U14UCI))/(RMU(TI)=-UINU(I))
DO 13 J=0,N
R(I,J)=U1(1,J)+TEMP*(R(I,J)-U1(1,J))
13 CONTINUE
IF(ISSAMELEQ.0)GO TO 14
RETURN ‘
14 DO 15 I=0,N
DO 15 J=U,N
135 R(I,J)=U1(1,43)
EETURN
END
SUBRUUTINE CMTRX1(C1,C2,N,Q,R,SUM,LAMDA,Y,Y1)
DIMENSION CX(OSN,0sN),C2(0:N,03N),Q(OTN,02N),R(OSN,02N), SUM(O2N)
1 ,Y1(0:N,0:N),Y(OSN,03N) '
REAL LAMDACO:N)
DD 1 I1=0,N
SUM(I)=0,.
D0 1 J=0,¥
c2(1l,J)=C.
QIJI=Q(1,Jd)
IF(IAEQ.N .AND. J.EQ.N‘l)QIJ=QIJ-THETA
IF(T.EQeN JAND. J.EQ.N)QIJ=QIJ+THETA
Cl(1,J)==(QIJ+R(I,J)}*J)}/LAMDA(J)
IF(TeNELJ)GD TU 1
C2(1,J)=1.
C1(I,J)=C1(I,J)+(1.+AMINO(N-1,J)/LAMDA(J))
1 SUM(I)=SUM(TI)+C1(1,J)
1IF(RLEW.2)RETURN
Jd=3
2 WRITE(6,101)JJ
101 FORMAT(1X13)
. DO 6 I=0,N
6 WRITE(6,1023¥(C1(I1,J),Jd=0,N)
102 FORMAT((1X6F7.4))
pg 7 1=0,N
Do 7 K=0’N
Y(I,K)=0.
DO 7 J=0,N
QJIK=@{(J,K)
IF(J.LELN=JJ+1)G0 TD 7
IF(Je EQK)QIK=QIK+(J~{H--JJ+1) }*THETA
: IF(J.EQeK+1)QIK=QJIK~ (J=(N=JJ+1))*THETA
7 Y(I,K)=Y(I,K)+C1l(I,3)*GJK

DO 3 I=0,N
DO 3 J=O0,N _
3 Y(I,3)=Y(1,3)=C1(I,J)*(LAMDA(I)+AMINC(N=JI+1,J))
"~ DO 4 1=0,%
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Do 4 J=°'N
Yl(I,J)=('Y(I,J)-C2(IlJ)*AMINQ(N'JJ*ZIJ))ILIHDA(J)
SUM(I)=SUM(I)+Y1(I,J) .
DO 5 I=C,N
DO 5 J=04N
c2(1,J)=Ci(1,J)
C1(1,J)=Y1(I,J)
JI=JdJ+1
IF(JJ.LE.N)GO TO 2
RETURN
END
SUBROUTINE CMTRX2(N,Q,R,R1INV,X,U1,U2,LAMDA,LINYT,C1,C2,Y,Y1
+TEMP1,TEMPA, TEMPB,TEMPC,R2INV)
DIMENSION Q(O:N,0:N),R(O2N,0SN),RLINV(OSN,0SN),ULCO2N)
#U2(02N),X(0SLIMIT,0sN) ,LAMDA(O:N)
DIMENSION Ci(0:N,02N),¥(O2:N,03N),YI(O0SN,O2N)
+TEMP1{02N,0:N),TEMPA(O:N),TEMPB(0:N),TEMPC(O:N)
DIMENSION RZINV(O:N,02:N),C2C(0:N,02N)
REAL LAMDA
DO 1 I=0,N
D3 1 J=0,N
C2(1,J)=0.
QIJ=Q(I,J)
IF(J.EQaN «AND. J.EQ.N)QII=QIJ+THETA
C1(1,J)==(QIJ+R(I,J)*J)/LAMDA(J)
IF(I.NE.J)GO T0 1
c2(1,J)=1.
C1(I,7)=C1(I,J)+(1.+AMINO(N-1,J)/LAMDACJ))
CONTINUE
Do 2 J=0,N
X(N=2,0)=0.
DO 3 I=0,N
X(N=2,J)=X(N=2,J)+X(N=1,1I)*C1(1I,J)
U1 (J)={N=2)*X(}=2,J)
U2(J)=(N=2)*U1(J)
IF(N.EG.2)G0 TO 9
JJ=13
DD 16 I=0,h
D0 16 K=0,K
¥Y(I,K)=0.
DO 16 J=0,N
QJK=Q(J,K)
IF(J.LEN=-JJ+1)G0 TO 16
IF(J.EQe K)QIK=QIK+{J=(N=JJ+1))*THETA
LF(J«EQe K+1 )QIK=QIK=(J=(N=JJ+1))*THETA
Y(I,K)=Y(I,K)+C1(I,J)*QJK
DN § I=0,N
DO 5 J=0,N
Y(1,J)=Y(1,d)=C1(1,d)*(LAMDA(J)+AMINO(N=JI+1,J))
DO 6 J=0,N
X(N=-JJ,J)=0.
DO 7 1=0,N\ .
Y1(I,J)=(~Y(I,3)~C2(I,J)* AMINO(N~-JJ+2,J))/LAMDACJ)
X(8=JJ,J)=X(N=3J,J)+X(N=1,T)*Y1(I,J)
U1(J)=U1(I)+(N=-JJ)*X(N=JJ,J)
U2(J3)=02(J)+(N=JJ)*VU1(J)
Do 8 I=O,N
DO 8 J=0,N
€2(1,J)=C1(1,J)
C1(1,J)=Y1(1,J)
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JJd=JJ+1

IF(JJ.LZ.N)GO T0 4

CALL MATMLT(RI1INV,N,N,RITNV,N,R2INV)
DO 10 I=0,N

DO 11 J=0,N

TEMP1(1,J)==(N=-2)*R(1,J)
TEMP1(I,I)=TEMP1(I,I)+(N~1)

TEMPA(I )=X{(N=-1,1)

CALL VECMLT(TEMPA,N,R2INV,N,TEMPB)
CALL VECMLT(TEMPB,N,TEMP1,N,TEMPA)
DO 12 I=0,N

U1{(I)=U1(T)+TEMPA(I)

DO 15 I=0,N

DO 14 J=0,N
TEMP1(I,J)=(N=2)**2*R(I,J)
TEMPI(I,I)=TEMPI(I,I)=((2*N~6.)*N+3.)
CALL VECMLT(TEMPB,N,R1INV,N,TEMPA)
CALL VECMLT(TEMPA,N,TEMP1,N,TEMPB)
CALL VECMLT(TEMPB,N,R, N, TEMPC)

DG 15 I=0,N
U2(I)=U2(I)+(TEMPC(I)+(N-=1)**2*xTEMPA(I))
RETURN

END

SUBROUTINE PIVECT(N,C,SIGMA,THETA,PI)
DIMENSION PI(OsN)

INTEGER C

PI(0)=1.

SUM=1.

CST=C*SIGMA/THETA

D0 1 J=1,N=-C+1

FI(J)=PI(J-1)*CST/J

SUM=SUM+PI(J)

IF(C.LE.1)G0 TO 3

DO 2 J=H=-C+2,5
PI(J)=PI(J=1)*CST*(le=(J=-(N=-C+1))/FLOAT(C))/J
SUM=SUM+PTI(J)

DD 4 J=0,N

PI(J)=PI(J)/SUM

EETURN

END

SUBROYTINE MATMLT(A,I,J,B,K,C)
DIMENSION A(0:1,0:J),B(0:2J,02K),C(021,02K)
DO 1 II=0,1

DO 1 KK=0,K

C(II,KK)=0.

D0 1 J5=0,43
C{II,KK)=C(II,KK)+ACII,JJ)*B(JJ,KK)
RETURN

END

SUBROUTINE VECMLT(A,I,B,J,C) . _
DIMENSION A{0:1),B(0:1,033),C(02J)
p0 1 JJ=0,J

C(JJ)=0.

DO 1 II=0(,I
C(JJ)=C(JJI)+A(TII*B(II JJ)

RETURN

END

SUBROUTINE BEGIN

COMMUN IFILNM,FROMWH,N¥,ARRATE,SRVBAR,MCBF,MTTR
,CUNIT,LIFE,DISCRT,SPARBS,OPER,HRSMNT,NRATE,PASSYR,ICOST

REAL MCBF,MTTR
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INTEGER FROMWH,YES,NO,ANS,PASSYR

DOUBLE PRECISIUN IFILNM

DATA YES,NO/1HY,1HN/ :
OPEN(UNIT=4,FILE="FOR04.DAT*,DEVICE="DSKS*,ACCESS="SEQINOUT")
OPEN(UNIT=6,FILE="FOR06.DAT",DEVICE="DSKS*,ACCESS="SEQINOUT*)
OPEN(UNIT=7,FILE="FOR07.DAT.",DEVICE="DSKS*,ACCESS="SEQINOUT")
IF(FROMWH.EQ.1)GO TO 7

ICOST=0

TYPE 101
101 FORMAT(® ACCEPT INPUT FROM TERMINAL?"/6X°(°°Y"” OR “°N°°) ;°5)
1 ACCEPT 102,ANS
102 FORMAT(AL)

IF(ANS.EQ.YES)GO TO 5
IF(ANS.EQ.NO) GO TO 2

TYPE 103

103 FORMAT(0TYPE EITHER Y OR N. TRY AGAIN. °5)
GO T0 1

2 TYPE 104

104 FORMAT(/” ENTER INPUT FILE NAME (UP TO 10 CHARACTERS): °$)
ACCEPT 105,1FILNM

105 FORMAT(210)

OPEN(UNIT=55,FILE=IFILNM,DEVICE="DSKS“,ACCESS="SEQIN®)
TYPE 106, IFILNM

1¢ FORMAT(/° THE INPUT FILE IS: “,Al10)
7. READ(55,*)NM,ARRATE,SRVBAR,MCBF ,MTTR
TYPE 107
107 FORMAT(/® ARE COSTS INCLUDED IN THIS RECORD?”"
3 ACCEPT 102,ANS

IF(ANS.EQ.NO)GO TO 6
IF(ANS.EQ.YES)GD TO 4
TYPE 103
GO TO 3
4 READ(55,*)CUNIT,LIFE,DISCRT,SPARES,NP ER, HRSMNT, WRATE,PASSYR
1C0ST=1
GO TO 6
CALL INBUT
o FRUMRH=1
RETURN
END .
SURRODUTINE INPUT
COMMON IFTLNM,FROMWH,NM,ARRATE,SRVBAR,MCBF,MTTR
1 ,CUNIT,LIFE,DISCRT,SPARES,OPER,IRSMNT,WRATE, PASSYR, ICOST
INTEGER FROMWH,CHANGE,YES,NO,ANSR,PASSYR
REAL MCBF,MTTR
DOUBLE PRECISION IFILNM
DATA YES,NO/1HY,1HN/
CHANGE=0
ICONT=0
IF(FROMWH.GT.0) GO TGO 667
1 TYPE 101 :
101  FORMAT(/® 1. ENTER NUMBER OF MACHINES®,
1 7 (ONE INTEGER VALUE): *$)
ACCEPT 201, NM
IF(ICONT.GT.0) GO TO 300
2 TYPE 102
102 FORMAT(/® 2. ENTER MEAN ARRIVAL RATE PER HOUR-<,/,
1 - (ONE REAL VALUE): °$)
ACCEPT 202,ARRATE
IF(ICONT.GT.0) GO TO 300
3 TYPE 103

(5]

A-43



131
106

107

108

109

10
110

11
111

12
112

FORMAT(/® 3. ENTER MEAN SERVICE TIME IN SECONDS-°,
/1s° ~ (ONE REAL VALUE): “3)

ACCEPT 202, SRVBAR

IF(JCONT.GT.0) GO TO 300

TYPE 104
FORMAT(/° 4. ENTER MEAN CYCLES BETWEEN FAILURES-“,
/s° (ONE REAL VALUE): <,$)

ACCEPT 202,MCBF
IF(ICONT.GT.0) GO TO 300

TYPE 105
FORMAT(/® 5. ENTER MEAN TIME TO REPAIR IN SECONDS-*,
ls° (ONE REAL VALUE): *,$)

ACCEPT 202, MTTR

IF(ICONT.GT.0) GO TO 300

TYPE 401

FORMAT(//7X"D0 YOU WISH TO INCLUDE COSTS IN THIS RUN?“
/”x.("y" OR -ONDO): os)

ACCEPT 302,ANSK

1COST=0

IF(ANSR.EQ.NO)GO TO 667

IF(ANSR.EQ.YES)GO TO 131

ICONT1=JCONT1+1

IFCICONT1.GT3)STOP 2

TYPE 303,ANSR

GO 70 132

IC0ST=1

TYPE 106

FORMAT{/® 6. ENTEK THE CAPITAL COST PER UNIT®
/7X*(0ONE REAL VALUE): ~°,$3)

ACCEPT 202,CUNIT

"IF(ICONT.GT.0)GO TU 300

TVPE 107

FORMAT(/® 7. ENTEK THE USEFUL LIFE OF THE UNIT®

/71X (ONE INTEGER VALUE): *,5)

ACCEPT 201,LIFE

IF(ICONT.GT.0)GO TG 300

TYPE 108

FORMAT(/® 8« ©ENTEER THE DISCOUNT RATE, IN PERCENTAGE TERMS*“
/TX°(ONE REAL VALU&)d: “,$)

ACCEPT 204,DISCRT

IF(ICONT.GT.0)GO TO 300

TYPE 109

FORMAT(/® 9. ENTER THE SPARES RATIO, IN PERCENTAGE TERMS®
/TX“(ONE REAL VALUE:) “,S5)

ACCEPT 202,SPARES

IF(ICONT.GT.0)GO TO 300 \

TYPE 11¢C

FORMAT(/® 10. ENTER THE ANNUAL OPERATING COST PER UNIT”
/7X°(ONE REAL VALUE:) <,%)

ACCEPT 202,0PER

IF(ICONT.GT.0)GO TC 30

TYPE 111 : :

FORMAT(/® 11. ENTER THE ANNUAL SCHEDULED MAINTENANCE HOURS *
s “PER UNIT®/7X"(ONE REAL VALUE): <,$)
ACCEPT 202,HRSMNT

IF(ICONT.GT.0)GD TUO 300

TYPE 112 ‘
FORMAT(/® 12. ENTER THE REPAIR WAGE RATE®
JTX°(ONE REAL VALUE): “,$)

ACCEPT 202,WRATE

IFCICONT.GT.0)G0 TO 300
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13 TYPE 113
113 FORMAT(/® 13- “ENTER ANNUAL PASSENGER VOLUME AT STATION®
1 /7X°(ONE INTEGER VALUE): <,$)
ACCEPT 203,PASSYR
IF(ICONT.GT.0)GU TO 300
GO TO 667 .
201 FORMAT(I)
202 FORMAT(F)
203 FORMAT(TI)
204 FORMAT(F)
667 TYPE 671

671 FORMAT(6X°WOULD YOU LIKE TO SEE THE CURRENT INPUT FILE?"/
ICONT3=0
672 ACCEPT 302,ANSEK

IF(ANSR.EQ. NO)GO TO 674
IF (ANSR.EQ. YES)GO TO 673
ICONT3=ICONT3+1
IF(ICONT3.6T«3)STOP 16
TYPE 303, ANSR :
GO TO 672
673 TYPE 666, NM, ARRATE,SRVBAR,MCBF,MTTR
666 FORMAT(/,® 1. NUMBER OF MACHINES IS ‘s 18,
/,° 2. MEAN ARRIVAL RATE 1S5 °, Fl0.2,
/7° 3. MEAN SERVICE TIME IS “,F10.2,
/,° 4. MEAN CYCLES BETWEEN FAILURES IS *sF9.0,
/r° 5. MEAN TIME TO REPAIR IS “,F10.2)
IF(ICOST.EW.0)GO TO 674
TYPE 670,CUNIT,LIFE,DISCRT,SPARES,DPER,HRSHNT,HRATE,PASSYR
670 FORMAT(/® 6. CAPITAL COST PER UNIT IS “#F10.2

[5 B N

1 /° 7. USEFUL LIFE 1S -,18
2 /° 8. DISCOUNT RATE 1S “,F10.2,°%°
3 /° Y. SPARES RATIO IS °,F10.2,°%° ,
4 /° 10. KANNUAL UNIT OPERATING COST IS “,F10.2
5 /° 1ll. ANNUAL HOURS OF SCHEDULED MAINTENANCE IS °+F10.2
6 /" 12. RFPAIR WAGE RATE IS “,F10.2
7 /° 13. ANNUAL STATION PASSENGER VOLUME IS °219)
674 IF(CHANGE.EQ.1)RETURN
ICONT=1
ICONT1=0
300 TYPE 301
301 FORMAT(//" DO YOU WISH TO MAKE ANY CHANGES ?°,

309 ACCEPT 302, ANSR

302 FORMAT(AY)
IF (ANSR.EQe NUe AND. CHANGE.EQ.1)GO TD 667
IF(ANSR.EQ.ND) RETURN
IF(ANSP.EQ.YES) GO TO 306
"ICUNT1=ICORNT1+1
IF(ICONT1.6T.3) STOP 2
TYPE 303, ANSR

303 FORMAT(/,* THE PREVIOUS RESPONSE ®WAS *°°,
1 Al,°°°. PLEASE ANSWER °“Y“® OR “°N"°: °S)
GO TO 309
306 -ICONT2=0
CHANGE=1
TYPE 304
304  FORMAT(® ENTER THE NUMBER OF THE QUESTION YOU YISH °
1 ¢ TO CHANGE®/
2 - (ONE INTEGER VALUE): °$)

308 ACCEPT 203,1
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IF(NOT.((1-GE.6 <AND. I.LE.13) .AND. ICOST.EQ.0))GO TO 678
CHANGE=(
TYPE 675

675 FORMAT(* COSTS ARE PRESENTLY NOT INCLUDED IN THIS MODEL.*"

1 ,° DO YOU WISH TO ADD COST DATA?°/7X"(°°Y®® OR °°N°"):°,$)

JCONT3=0

676 ACCEPT 302,ANSR
IF(ANSR.EQ.NO)GO TO 300
IF(ANSR.EQ.YES)GD TO 677
ICONT3=1CONT3+1
IF(ICONT3.GT«3)STOP 15
TYPE 303,ANSR
G0 T0 676

677 ICONT=0
ICOST=1
CHANGE=0
GO TO 13

6718 6o 10 ¢1,2,3,4,5,6,7,8,9,10,11,12,13),1

305 ICONT2=ICONT2+1

IF (1CONT2.GT«3) STOP 3

TYPE 310
310 FORMAT( " THE PREVIOUS RESPONSE WAS “,I5,
1 1,° PLEASE ANSWER WITH ONE INTEGER VALUE®,
2 °FROM 1 TO 12: °%)
GO TC 308
END

SUBROUTINE ENDING
COMMON IFIL NM,FROMWH,NM,2RRATE,SRVBAR,MCBF,MTTR
i ,CUNIT,LIFE,DISCRT,SPARES,OPER,HRSMNT,WRATE,PASSYR,ICOST
REAL MCBF,MTTR
INTEGER FROMWH,YES,NG,ANS5,PRASSYR
DOUBLE PRECISION IFILNM
DATA YES,NO/1HY,1HN/
FROMWH=2
TYPE 101
101 FORMAT(~06DO YOU WISH T0 MAKE ANY FURTHER RUNS?*
1 /6X° (ANSWER *°Y"° OR °*°N°°) %,5)
1 ACCEPT 102,ANS
102 FORMAT (A1)
IF{AKS.EQ.YES)GD TO 2
IF(ANS.EQ.ND)GO TO 9

TYPE 103

103 FORMAT(®OTYPE EITHER Y OR Ne. TRY AGAIN. “,$)
GO TO 1

2 FROMWH=1

CLOSE(UNIT=4,DISPOSE="DELETE")
CLOSE(UNIT=6,DISPOSE="DELETE")
CLGSE(UNIT=7,DISPOSE="DELETE")
TYPE 104
104 FORMAT(-0IS THE NEW DATA THE SAME AS THE CURRENT DATA®
1 ,° (EXCEPT FOR SOME CHANGES)?°/6X° (ANSKER °°Y®® DR °"°N°°) <,$)
3 ACCEPT 102, ANS
IF(ANS.EQ.YES)GO TO 4
IF(ANS.EQ.NO)GO TO 5
TYPE 103
GO T0 3
4 CALL INPUT
RETURN
5 TYPE 105,IFILNM
105 FORMAT(®0IS THE NEW DATA THE NEXT RECORD OF: “,A1l0,°?°)
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ACCEPT 102,ANS ,
IF(ANS.EQ.YES)GO TO 8
IF(ANS.EQ.NO)GO TO

TYPE 103

GO T0 6 -

FROMWH=0

CLOSE(UNIT=55)

TYPE 106

FORMAT("0THE NEW DATA IS FROM A NEW INPUT FILE.")
CALL BEGIN

FROMWH=1

RETURN :

CLOSE(UNIT=4)

CLOSE(UNIT=6)

CLOSE(UNIT=7)

RETURN

END

SUBROUTINE CSTMOD(CUNIT,LIFE,DISCRT,SPARES,OPER, HRSMNT, WRATE
DIMENSION COST(6)

INTEGER PASSYR

REAL MCBF,MTTR

KATE=DISCRT/100.

IF(LIFE.EQ.0)G0 10 4
SPRPCT=SPARES/100.
CAPINV=NM*CUNIT
SPRINV=CAP1INV*SPRPCT

PV=1.

IF(RATE.LT..01)GO Tn 2
PV=RATE/(le=(1./(1.+RATE)**LIFE))
COST(1)=CAPINV*PY
COST(2)=SPRINV*LV

COST(3)=0PER*{M
COST(4)=HRSMNT*WRATE*NM
COST(S)=WRATE*MTTR/3600.*(PASSYR/MCBF)
COST(€)=0,

B0 3 J=1,5
COST(6)=COST(&)+COST(J)

GO TO 1

KRITE(4,101)1

FOEMAT(® NO COST DATA FOR COR NON-EXISTENT UNIT®,I3)
CONTINUE

RETUKN

END

SUBROUTINE MINV

PURPOSE
INVERT A MATRIX

USAGE
CALL MINV(A,N,D,L,M)

DESCRIPTION OF PARAMETERS

A - INPUT MATRIX, DESTROYED IN COMPUTATION AND REPLACED BY

RESULTANT INVERSE.
ORDER OF MATRIX A
RESULTANT DETERMINANT
WORK VECTOR OF LENGTH K
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MINV

LA R K N N XN X W ¥} .C....-..........‘...‘..Q.QQ.Q..Q.QQ.Q'...Q'Q.QQ'..QQ..HINV

MINV
MINV
MINV
MINV
MINV
MINV

© MINY

NINV
MINV
MINY
MINV
MINV
MINV
MINY
MINY



Qo000
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a0

1C
15

20

25

M - WORK VECTOR OF LENGTH N MINV
MINV

REMARKS MINV
MATRIX A MUST BE A GENERAL MATRIX . MINV

MINV

SUSKROUTINES AND FUNCTION SUBPROGRAMS REQUIRED MINV
NONE MINV

. MINV

METHOD MINV
THE STANDARD GAUSS~-JORDAN METHOD IS USED. THE DETERMINANT = MIRV

IS ALSO CALCULATED. A DETERMINANT OF ZERO INDICATES THAT MINV

THE MATRIX IS SINGULAR. MINV

MINV
l'......‘..'...........‘........O..‘........‘....‘..A....‘..OCOOIIHINV
MINV

SUBROUTINE MINV(A,N,D,L,M) MINV
DIMENSION A(1),L(1),M(1) MINV
: MINY
........I‘.....‘I.....I........C.....l‘......t‘.‘.........‘Q....HINV
MINV

IF A DDUBLE PRECISION VERSION DF THIS ROUTINE IS DESIRED, THE MINV

C IN COLUMN 1 SHOULD BE REMOVED FROM THE DOUBLE PRECISION MINV
STATEMENT WHICH FOLLOWS. MINV

: MINV

DOUBLE PRECISION A,D,BIGA,HOLD : MINV
: MINV

THE C MUST ALSO BE REMOVED FROM DOUBLE PRECISION STATEMENTS MINV
APPEARING IN OTHER ROUTINES USED IN CONJUNCTION HITH THIS MINV
ROUTINE. MINV
MINV

THE DOUBLE PRECISION VERSIDN OF THIS SUBROUTINE MUST ALSO MINV
CONTATY DOUBLE PRECISION FORTRAN FUNCTIONS. ABS IN STATEMENT MINV

10 MUST BE CHANGED TO DABS. MINV
MINY

L N N N N N N ) ...‘.l...l.......Q.....‘.......“....0‘.‘....‘.........“I!‘v
MINV

SEARCH FOR LARGEST ELEMENT MINV
MINV

p=1.0 MINV
NK=-N MINV
D0 80 K=1,N MINV
NK=NK+N MINV
L(K)=K MINV
M(K)=K MINV
KX=NK+K MINV
BIGA=A(KK) MINV
DO 20 J=K, N . MINV
I1Z=N*(J-1) MINV
DO 20 I=K, N MINV
13=1Z+I MINY
IFC ARS(BIGA)=~ ABS(A(IJ))) 15,20,20 MINV
BIGA=A(IJ) MINY
L(K)=I MINV
M(K)=J MINY
CONTINUE : . MINV
- MINV
INTERCHANGE ROWS : MINV

: MINV

J=L(K) : MINV
IF(J=K) 35,35,25 : MINV
KI=K=~N MINV

A-48

180
190
200
210
220
230
240
250
260
270
280
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320
330
340
350
360
370
380
390
400
410
420
430
440
450
460
470
480
490
500
510
520
530
540
550
560
570
580
590
600
610
620
630

640

650

660

670
680

690

700

710

720

730

740

750

760

770

780
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30

38

40

45
46

48
50
55

60
62

70

75

po 30 I=1,N
KI=KI+N
HOLD=-A(K1)
JI=K1=-K+J
ACKI)=A(J1)
A(JI) =HOLD

INTERCHAMNGE COLUMNS

I=M(K)

IF(I-K) 45,45,38
JP=N*(]-1)

DO 40 J=1,N
JK=3K+J

JI=JP+J
HOLD==A(JK)
A(IKI=A(JI)
A(JY) =HOLD

DIVIDE COLUMN BY MINUS PIVOT (VALUE OF PIVOT ELEMENT IS

CONTAINED IN BIGA)

IF(BIGA) 48,446,458
D=0.0

RETURN

DO 55 I<1,M

IF({I-K) 50,55,50
IK=NK+I
ACIK)=A(IK)/(=BIGA)
CONTINUE

REDUCE MATRIX

D0 65 I=1,h
IK=NK+I
HOLD=A(IK)
1Jd=1-%

DO 65 J=1,K
10=IJ+x

IF(I-K) 60,65[60
IF(J'K) 62,65,62
KJ=1J-I+K

A(IJ)=HOLD* A(KJ)+A(1J)

CONTINUE
DIVIDE ROW BY PIVOT

KJ=K=}

DO 75 J=1,N
KJ=KJ+X

IF(J-K) 70[75’70
A(KJ)=A(KJ)/BIGA
CONTINUE

PKRODUCT QF PIVOTS

D=D*BIGA

REPLACE PIVOT BY RECIPROCAL

A(KK)=1.0/B1GA

MINV 790
MINV 800
MINV 810
MINV 820
MINV 830
MINY 840
MINV 850
MINV 860
MINV 870
NINV 880
MINV 890
MINV 900
MINV 910
MINV 920
MINV 930
MINV 940
MINV 950
MINV 960
MINY 970
MINV 980
MINY 990
MINV1C00
MINV1010
MINV1020
MINV1030
MINV1040
MINV1050

- MINV1060

MINV1070
MINV1O080
MINV109C

- MINV11O0O

MINV1110
MINVI12D
MINV1130U
MINV1140
MINV11S50
MINV1160
MINV1170
MINV1180
MINV1190
MINV1200
MINV1210
MINV1220
MINV1230
MINYV1240
MINV1250
MINV1260
MINV1270
MINV1280
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80

100
105
108

110
120

125

130
150

CONTINUE

"FINAL ROW AND COLUMN INTERCHANGE
K=N
K=(K=1)
IF(K) 150,150,105
I=L (K)
1IF(I-K) 120,120,108
JQR=N*(K~-1)
JR=N*(1~-1)
DO 110 J=1,N
JK=JQ+J
HOLD=A(JK)
JI=JR+J

A(JK)==A(JI)
A(JI) =HOLD
J=M(K)
IF(J-K) 16v,100,125
KI=K=N

DO 130 I=1,N
KI=KI+N
HOLD=A(KI)
JI=KI=K+J
A(KI)=-A4(J1)
A(JI) =HOLD
GO TD 100
RETURN

END

SUBROUTINE GELG

PURPOSE
TO SOLVE A GENERAL SYSTEM OF SIMULTANEQUS LINEAR EQUATIONS.

USAGE
CALL GELG(k,A,M,N,EPS,IER)

DESCRIFTIUN OF PARAMETERS
R - THE M BY N MATRIX OF RIGHT HAND SIDES. (DESTROYED
ON RETURN R CONTAINS THE SOLUTIOR OF THE EQUATIONS

A - THE M BY M COEFFICIENT MATRIX. (DESTROYED)
M - THE NUMBER OF EQUATIONS IN THE SYSTEM.
N - THE NUMBER OF RIGHT HAND SIDE VECTORS.
EPS - AN 1NPUT CONSTANT ®HICH IS USED AS RELATIVE

TOLERANCE FCR TEST ON LOSS OF SIGNIFICANCE.
IER - RESULTING ERROR PARAMETER CODED AS FOLLOWS

JER=0 - NO ERROR,

IER==1 ~ NO RESULT BECAUSE OF M LESS THAN 1 OR
PIVOT ELEMENT AT ANY ELIMINATION STEP
EQUAL TO 0, ‘

IER=K' = WARNING DUE T0 POSSIBLE LOSS OF SIGNIFI~-
CANCE INDICATED AT ELIMINATION STEP K+¢l,
WHERE PIVOT ELEMENT WAS LESS THAN OR
EQUAL TO THE INTERNAL TOLERANCE EPS TIMES
ABSOLUTELY GREATEST ELEMENT OF MATRIX Ao

REMARKS '
' INPUT MATRICES R AND A ARE ASSUMED TO HE STORED COLUMNWISE
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IN M*N RESP. M*M SUCCESSIVE STORAGE LOCATIONS. ON RETURN
SOLUTION MATRIX R 1S STORED COLUMNWISE TOO.

THE PROCEDURE GIVES RESULTS IF THE NUMBER OF EQUATIONS M IS
GREATER THAN O AND PYVOT ELEMENTS AT ALL ELIMINATION STEPS
ARE DIFFERENT FROM 0. HOWEVER WARNING IER=K = IF GIVEN -
INDICATES POSSIBLE LOSS OF SIGNIFICANCE. IN CASE OF A WELL
SCALED MATRIX A AND APPROPRIATE TOLERANCE EPS, IER=K MAY BE
INTERPRETED THAT MATRIX A HAS THE RANK K. NO WARNING IS
GIVEN IN CASE M=l.

SUBRUUTINES AND FUNCTION SUBPROGRAMS REQUIRED
NONE

METHOD
_SOLUTION 15 DONE BY MEANS OF GAUSS-ELIMINATION WITH
CUMPLETE PIVOTING.
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........................‘.............’......‘.........-.....’....GELG

SUBROUTINE GELG(R,A,M,N,EPS,IER)

DIMENSION A(1),R(1)
IF(M)23,23,1

SEARCH #¥DOR GREATEST ELEMENT IN MATRIX A
IER=C v

PIV=0.

MM=M*M

EM=N*M

DO 3 L=1,MM

T3=AES(A(L))

IF(TBE-PIV)3,3,2

PIV=TH

I=L

CONTIWUE

TOL=EPS*PIV

AC(I) IS PIVOT ELEMEMT. PIV CONTAINS THE ABSOLUTE VALUE OF A(I).

START ELIMINATION LOGP
1.ST=1
DO 17 K=1,H

TEST ON SINGULARITY

1IF(P1V)23,23,4

IF(IEE)T,5,7

IF(PIV‘TOL)61617

IER=K~-1

PIVI=1./A(I)

J=(I=-1)/M

I=I-J*M=K

J=d+1=K

I+K IS ROW=INDEX, J+K COLUMN-INDEX OF PIVOT ELEMENT

PIVAT ROw REDUCTION AND ROW INTERCHANGE IN RIGHT HAND SIDE R

DO 8 L=K,NM,M
LL=L+1

aempiVi*e(LL)

k(LL)=R(L)
R(L)=TB
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1S ELIMINATION TERMINATED
IF(K-1)9,18,18

COLUMN INTERCHANGE.IN MATRIX A
LEND=LST+M-K
IF(J)12,12,10

II=J*N

DO 11 L=LST,LEND

TB=A(L)
LL=L+IX

A(L)=A(LL)

A(LL)=TB

ROW INTERCHANGE AND PIVOT ROW REDUCTION IN MATRIX A
by 13 L=LST’MM’M

Li=1+]

TB=PIVI*A(LL)
A(LL)=A(L)

K(L)=Tb

SAVE COLUMN INTEKCHANGE INFORMATION

A(LST)=J

ELEMENT KEDUCTIOR AND NEXT PIVOT SEARCH

PIV=0,

"LST=LST+1

J=0

DD 16 II=LST,LEND
PIVI==A(IY)

IST=11+M
Jd=Jd+1

L0 15 L=IST,MM,M

LL=L=~J

A(L)=A(L)+PIVI=A(LL)
TB=ABS(A(L))
IF(TE'FIV)15’15’14

PIV=TH
I=L
CONTINUE

DG 16 L=K,NM,M

LL=L+y

R(LL)=R(LL)+PIVI*R(L)
LST=LST+M
END OF ELIMINATION LOOP

BACK SUBSTITUTICN AND BACK INTERCHANGE
1F(M-1)23,22,19

IST=MM+¥
LST=M+1

DO 21 I=2,M
JI=LST-1
IST=IST-LST

L=IST=M
L=a(L)+.5

D0 21 J=II’NM’M

TB=R(J)
LL=J

DO 20 K=IST,MM,M
‘LL=LL+1
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20

21
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TB=TB-A(K)*R(LL)
K=J+L

R(J)=R(K)
R(K)=TH

RETURN

ERKOR RETURN

IER==-1
RETURN
END
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